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Preamble:  This course introduces basic theory and methods of optimization which have 

applications in all branches of engineering.  Linear programming problems and various 

methods and algorithms for solving them are covered.  Also introduced in this course are 

transportation and assignment problems and methods of solving them using the theory of linear 

optimization.Network analysis is applied for planning, scheduling, controlling, monitoring and 

coordinating large or complex projects involving many activities. The course also includes a 

selection of techniques for non-linear optimization  

Prerequisite: A basic course in the solution of system of equations, basic knowledge on 

calculus. 

Course Outcomes:  After the completion of the course the student will be able to 

CO 1 Formulate practical optimization problems as linear programming problems and solve 

them using graphical or simplex method.  

CO 2 Understand the concept of duality in linear programming and use it to solve suitable 

problems more efficiently    .  

CO 3 Identify transportation and assignment problems and solve them by applying the 

theory of linear optimization 

CO 4 Solve sequencing and scheduling problems and gain proficiency in the management of 

complex projects involving numerous activities using appropriate techniques. 

CO 5 Develop skills in identifying and classifying non-linear optimization problems and 

solving them using appropriate methods. 

Mapping of course outcomes with program outcomes 

PO 

1 

PO 

2 

PO 3 PO 4 PO 

5 

PO 6 PO 

7 

PO 

8 

PO 

9 

PO 

10 

PO 11 PO 12 

CO 1 3 3 3 3 2 1 1 2 2 

CO 2 3 3 3 3 2 1 1 2 2 

CO 3 3 3 3 3 2 1 1 2 2 

CO 4 3 2 3 2 1 1 1 2 2 

CO 5 3 3 3 3 2 1 1 2 2 

Assessment Pattern 

Bloom’s Category Continuous Assessment Tests End Semester 

Examination 1 2 

Remember 5 5 10 

Understand 10 10 20 

Apply 10 10 20 

Analyse 10 10 20 

Evaluate 15 15 30 

Create 

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A 

contain 10 questions with 2 questions from each module, having 3 marks for each question. 
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Students should answer all questions. Part B contains 2 questions from each module of which 

student should answer any one. Each question can have maximum 2 sub-divisions and carry 

14 marks.  

Course Level Assessment Questions 

 Course Outcome 1 (CO1): 

1. Without sketching find the vertices of the possible solutions of  −𝑥 + 𝑦 ≤ 1, 2𝑥 +

𝑦 ≤ 2 ,  𝑥, 𝑦 ≥ 0

2. Solve  the LPP  𝑀𝑎𝑥  8𝑥1 + 9𝑥2  subject to 2𝑥1 + 3𝑥2  ≤ 50  ,  3𝑥1 + 𝑥2 ≤ 3  ,𝑥1 +

3𝑥2 ≤ 70 ,  𝑥1, 𝑥2 ≥ 0  by simplex method

3. Solve the LPP   𝑀𝑎𝑥 − 𝑥1 + 3𝑥2  subject to 𝑥1 + 2𝑥2  ≥ 2  ,  2𝑥1 + 6𝑥2 ≤ 80  , 𝑥1 ≤

4 ,  𝑥1, 𝑥2 ≥ 0  by  Big M method.

Course Outcome 2 (CO2) 

1. Formulate the dual of the following problem and show that dual of the dual is  the

primal 𝑀𝑎𝑥 5𝑥1 + 6𝑥2  subject to 𝑥1 + 9𝑥2  ≥ 60  ,  2𝑥1 + 3𝑥2 ≤ 45  ,   𝑥1, 𝑥2 ≥

0

2. Using duality principle solve 𝑀𝑖𝑛  2𝑥1 + 9𝑥2 + 𝑥3 subject to  𝑥1 + 4𝑥2 + 2𝑥3  ≥

5  ,  3𝑥1 + 𝑥2 + 2𝑥3  ≥ 4    , ,  𝑥1, 𝑥2 ≥ 0

3. Use dual simplex method to solve  𝑀𝑖𝑛  𝑧 = 𝑥1 + 2𝑥2 + 4𝑥3 subject to  2𝑥1 +

3𝑥2 − 5𝑥3  ≤ 2  ,  3𝑥1 − 𝑥2 + 6𝑥3  ≥ 1    , 𝑥1 + 𝑥2 + 𝑥3  ≤ 3     ,  𝑥1 ≥ 0 𝑥2 ≤

0  ,   𝑥3  unrestricted

Course Outcome 3(CO3): 

1. Explain the steps involved in finding the initial basic solution feasible solution of a

transportation problem by North West Corner rule..

2. A company has factories A, B and C which supply warehouses at 𝑊1 , 𝑊2 and 𝑊3.

Weekly factory capacities are 200, 160 and 90 units respectively. Weekly warehouse

requirement are 180,120 and 150 respectively. Unit shipping cost in rupees is as follows

Determine the optimal distribution of this company to minimise the shipping cost 

16 20 12 

14 8 16 

26 24 16 
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3. In a textile sales emporium, sales man A, B and C are available to handle W, X Y and

Z. Each sales man can handle any counter . The service time in hours of each counter

when manned by each sales man is as follows

A B C D 

W 41 72 39 52 

X 22 29 49 65 

Y 27 39 60 51 

Z 45 50 48 52 

Course Outcome 4 (CO4): 

1. Draw the network diagram to the following activities.

Activity 1-2 1-3 1-4 2-5 3-5 4-6 5-6

Time 

duration 

2 4 3 1 6 5 7 

2. The following table gives the activities in a construction project and other relevant

information

Activity 1-2 1-3 1-4 2-5 3-5 4-6 5-6

Time 

duration 

2 4 3 1 6 5 7 

Find the free , total and independent float for each activity and determine the critical 

activities.  

3. For a project given below find (i) the expected time for each activity (ii) 𝑇𝐸, 𝑇𝐿 values

of all events (iii) the critical path.

Task A B C D E F G H I J K 

Least time 4 5 8 2 4 7 8 4 3 5 6 

Greatest time 6 9 12 6 10 15 16 8 7 11 12 

Most likely 

time 

5 7 10 4 7 8 12 6 5 8 9 
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Course Outcome 5 (CO5): 

1. Consider the unconstrained optimization problem   𝑚𝑎𝑥  𝑓(𝒙) = 2𝑥1𝑥2 + 𝑥2−𝑥1
2 −

2𝑥2
2
. Starting from the initial solution (𝑥1, 𝑥2) = (1,1) interactively apply gradient

search procedure with ∈= 025 to get an approximate solution. 

2. Consider the following nonlinear programming problem.

𝑀𝑎𝑥 𝑓(𝒙) =
1

1+𝑥2
   subject to 𝑥1 − 𝑥2 ≤ 2, 𝑥1 ≥ 0, . 𝑥2 ≥ 0

Use KKT condition to show that(𝑥1, 𝑥2) = (4, 2)   is not an optimal solution

3. Minimize  𝑓 = −4𝑥1 + 𝑥1
2 − 2𝑥1𝑥2 + 2𝑥2

2 subject to  2 𝑥1 +  𝑥2 ≤ 6,   𝑥1 − 4 𝑥2 ≤

0, 𝑥1 ≥ 0, 𝑥2 ≥ 0 using Quadratic programming method.

Syllabus 

MODULE I 

Linear Programming – 1 : Convex set and Linear Programming Problem – Mathematical 

Formulation of LPP, Basic feasible solutions, Graphical solution of LPP, Canonical form of 

LPP, Standard form of LPP, slack variables and Surplus variables, Simplex Method, Artificial 

variables in LPP,  Big-M method. 

MODULE II 

Linear Programming – 2 :Two-phase method, Degeneracy and unbounded solutions of LPP, 

Duality of LPP, Solution of LPP using principle of duality, Dual Simplex Method. 

MODULE III 

Transportation and assignment problems: Transportation Problem, Balanced 

Transportation Problem, unbalanced Transportation problem. Finding basic feasible solutions 

– Northwest corner rule, least cost method, Vogel’s approximation method.   MODI method.

Assignment problem, Formulation of assignment problem, Hungarian method for optimal

solution, Solution of unbalanced problem. Travelling salesman problem

MODULE IV 

Sequencing and Scheduling : Introduction, Problem of Sequencing, the problem of n jobs and 

two machines, problem of m jobs and m machines, Scheduling Project management-Critical 

path method (CPM), Project evaluation and review technique (PERT), Optimum scheduling 

by CPM, Linear programming model for CPM and PERT.  

MODULE V 

Non Linear Programming:  Examples nonlinear programming problems- graphical 

illustration. One variable unconstrained optimization, multiple variable unconstrained 

optimization- gradient search. The Karush –Kuhn Tucker condition for constraint 
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optimization-convex function and concave function. Quadratic programming-modified 

simplex method-restricted entry rule, Separable programming.  

 Text Book 

1. Frederick S Hillier, Gerald J.  Lieberman, Introduction to Operations Research,

Seventh Edition, McGraw-Hill Higher Education, 1967.

2. Kanti Swarup, P. K. Gupta, Man Mohan, Operations Research, Sultan Chand & Sons,

New Delhi, 2008.

Reference 

1. Singiresu S Rao, Engineering Optimization: Theory and Practice ,New Age

International Publishers, 1996

2. H A Taha, Operations research : An introduction , Macmillon Publishing

company,1976

3. B. S. Goel, S. K. Mittal,  Operations research, Pragati Prakashan, 1980

4. S.D Sharma, “Operation Research”, Kedar Nath and RamNath - Meerut , 2008.

5. Phillips, Solberg Ravindran ,Operations Research: Principles and Practice,

Wiley,2007

Assignments: 

Assignment should include specific problems highlighting the applications of the 

methods introduced in this course in science and engineering. 

Course Contents and Lecture Schedule 

No Topic No. of Lectures 

1 Linear programming – I (9 hours) 

1.1 Convex set and Linear Programming Problem – Mathematical 

Formulation of LPP 

2 

1.2 Basic feasible solutions, Graphical solution of LPP 2 

1.3 Canonical form of  LPP, Standard form of LPP, slack variables and 

Surplus variables, Artificial variables in LPP 

1 

1.4 Simplex Method 2 

1.5 Big-M method. 2 

2 Linear programming – II (9 hours) 

2.1 Two-phase method 2 

2.2 Degeneracy and unbounded solutions of LPP 2 

2.4 Duality of LPP 1 

2.5 Solution of LPP using principle of duality 2 
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 2.3 Dual Simplex Method. 2 

3  Transportation and assignment problems - (9 hours) 

3.1 Balanced transportation problem 2 

3.2 unbalanced Transportation problem 1 

3.3 Finding basic feasible solutions – Northwest corner rule, least cost 

method  

1 

3.4 Vogel’s approximation method.   MODI method 2 

3.5 Assignment problem, Formulation of assignment problem 1 

3.6 Hungerian method for optimal solution, Solution of unbalanced 

problem. Travelling salesman problem  

2 

4 Sequencing and Scheduling - (9 hours) 

4.1 Introduction, Problem of Sequencing, the problem of n jobs and 

two machines 

2 

4.2 problem of m jobs and m machines 1 

4.3 Scheduling Project management-Critical path method (CPM) 2 

4.4 Project evaluation and review technique (PERT), 2 

4.5 Optimum scheduling by CPM, Linear programming model for CPM 

and PERT.  

2 

5 Non Linear Programming -  (9 hours) 

5.1  Examples , Graphical illustration, One variable unconstrained 

optimization  

2 

5.2 Multiple variable unconstraint optimization-- gradient search 2 

The Karush –Kuhn Tucker condition for constraint optimization 1 

5.3 Quadratic programming-modified simplex method- 2 

5.5 Separable programming 2 
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MODEL QUESTION PAPER 

I I Total Pages: 2 

Reg No.: I I Name:

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 
THIRD SE¥ESTER B.TECH DEGREE EXAMINATION, • 20_ 

•"� • •' I

i" �1 I I Course Code: ECT 282 L • .h, I ',t ,, 

Course Name,: MICROCO�TROL:tERS�
i

Max. Marks: 100 - I . � 

I Ill 
I 'l . .17 Duration: 3 Hours 

PARTA 

Answer all questions; each question carries 3 marks. Marks 
1 Distinguish between Harvard and Von-Neumann architecture. -, (3) 
2 Write down the control signal for a register transfer. I (3) 
3 Explain the concept of memory banks in 8051. I (3) 
4 Mention the difference between AJMP, LJMP and SJMP instructions. (3) 
5 Write a program to multiply two 8 bit numbers from external memory in (3) 

805 lmicrocontroller 
6 Explain the format of SCON special function register. I (3) 
7 Discuss the features of ARM processor. I (3) 
8 How do you interface an ADC with 8051? , ,.- I (3) 
9 List 5 main features of Atrnega 2560 microcontroller I I I (3) 
10 Give 5 features of ARM processors. I I (3) 

PARTB 

L Answer one question from each module; each question carries 14 marks.

Module 1 

1 a) Explain the different stages of microprocessor operations. (6) 
b) Explain the role of different buses in a processor architecture.

I 
(8) 

OR 

2 a) Explain the data path for branch execution showing all control signals and (6) 
sequences. I 

b) Explain the function of following registers: status register, accumulator, (8) 

program counter, stack pointer, general purpose registers.
Module 2 

3 a) Draw the circuit diagram of port 1 cllild port 2 and describe their operation (8) 
briefly.

b) Explain the internal architecture of 8051 microcontroller with a block (6) 
diagram. I -

OR 

4 a) Briefly explain the following instructions of 8051: (i) MOV A, @Ri (ii) (8) 
PUSH direct (iii) XCH A, Rn (iv) DAA

b) Explain the addressing modes of 8051. (6) 

Module 3 

5 a) Write an ALP to find the sum of an array of 8 bit numbers stored in the (8)
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ECT284 DIGITAL COMMUNICATION CATEGORY L T P CREDIT
Minor 3 1 0 4

Preamble: This course aims to apply the concepts of probability and random processes in 
communication systems.

Prerequisite: ECT 253 Analog communication
Course Outcomes:  After the completion of the course the student will be able to

CO 1 Explain the main components in a digital communication system      
CO 2 Explain the source coding schemes
CO 3 Explain codes for signaling
CO 4 Apply the knowledge of digital modulation schemes in digital transmission.
CO 5 Apply channel coding in digital transmission
CO 6 Explain digital receivers
Mapping of course outcomes with program outcomes

PO 
1

PO 2 PO 3 PO 4 PO 5 PO 6 PO 7 PO 8 PO 9 PO 
10

PO 
11

PO 
12

CO 1 3 3
CO 2 3 3 3
CO 3 3 3 3
CO 4 3 3 2
CO 5 3 3 3
Assessment Pattern
Bloom’s Category Continuous Assessment 

Tests
End Semester Examination

1 2
Remember 10 10 20
Understand 30 30 60
Apply 10 10 20
Analyse
Evaluate
Create
Mark distribution
Total 
Marks

CIE ESE ESE 
Duration

150 50 100 3 hours

Continuous Internal Evaluation Pattern: 
Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks. 

Course Level Assessment Questions
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Course Outcome 1 (CO1): Main components in digital communication system
1. Draw the block diagram of a digital communication system and explain the blocks.
2. Compare and contrast analog communication system with a digital system. List the advantages of
the latter.
Course Outcome 2 (CO2): Source Coding
1. Draw the block diagram of a linear PCM system and explain the functions of all blocks.
2. Explain the a-law and mu-law quantization
3. State sampling theorem and explain the reconstruction of signals
Course Outcome 3 (CO3): Signaling Code
1. Explain the principle  of alternate  mark inversion coding. Give an example with an arbitrary
binary data pattern
2. Explain  B3ZS code. Give an example with an arbitrary binary data pattern
Course  Outcome 4  (CO4):  Apply  the  knowledge  of  digital  modulation  schemes  in  digital
transmission.
1. Explain the BPSK transmitter and receiver. Apply its principle to draw the output waveform of a
BPSK transmitter that is fed with the bit pattern {1,0,0,1,1,00}.
2. Explain a baseband BPSK system. Give its probability of error. Draw the BER-SNR curve
3. Explain the QPSK transmitter and receiver. Apply its principle to draw the output waveform of a
QPSK transmitter that is fed with the bit pattern {1,0,0,1,1,00}.
Course Outcome 5 (CO5): Digital Receivers
1. Explain encoding and decoding with (7,4) block codes
2. Explain the working of a matched filter receiver. Draw the BER-SNR curve at the output.
3. Explain Cyclic codes with an example.

SYLLABUS

Module 1: Linear Source Coding [1]
Elements  of  digital  communication  system.  Sources,  channels  and  receivers.  Classification  of
communication channels. Discrete sources. Source coding techniques. Waveform coding methods.
Sampling theorem. Sampling and reconstruction. Pulse code modulation.  Sampling, quantization
and encoding. Different quantizers. A-law and mu-law quantization. Practical 15 level mu and A
law encoding.

Module 2: Nonlinear Source Coding [1,2]
Differential PCM, adaptive PCM, Delta modulator and adaptive delta modulator. Issues in delta
modulation. Slope overload.   

Module 3: Signaling Codes in Telephony [1]
Signalling codes in digital telephony. T1 signalling system. AMI and Manchester codes. Binary N-
zero substitution, B3ZS code, B6ZS code.

Module 4: Digital Modulation Schemes [1,2]
Digital  modulation  schemes.  Baseband   BPSK  system  and  the  signal  constellation.  BPSK
transmitter and receiver.  Base band QPSK system and  Signal constellations. Plots of BER Vs SNR
(Analysis not required). QPSK transmitter and receiver. Quadrature amplitude modulation.

Module 5: Channel Coding and Receivers [1,2]
Transmission through AWGN Channel. Capacity of an AWGN channel. Receivers. Correlation and
matched filter receiver. Channel coding schemes. Repetition code. Block codes Cyclic codes.

Text Books
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1. John C. Bellamy, “Digital Telephony”,Wiley
2. Simon Haykin, “Communication Systems”, Wiley.
3. Sklar, “Digital Communications: Fundamentals and Applications”, Pearson.

Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Linear Source Coding
1.1 Block diagram of digital communication system, Sorces, channel and 

receivers. Classification of Channels
2

1.2 Source coding , waveform coding , sampling and reconstruction 2
1.3 PCM, Compression, 15 level A and mu-law coding 4
1.4 Uniform  and  Gaussian Pdf and correspoding CDF. Properties 1

2 Nonlinear Source Coding
2.1 DPCM,Adaptive DPCM 4
2.2 Delta modulation, slope overload 3

3 Signaling Codes
3.1 Overview of T1  signaling systems. Need for signaling codes, AMI and 

Manchestre codes
4

3.2 Binary N-zero substitution, B3ZS code, B6ZS code 3
3.5 Mutual information and channel capacity. Capacity of AWGN channel 2
4 Digital Modulation
4.1 Need of digital modulation in modern communication. 1
4.2 Baseband BPSK system, signal constellation. Effect of AWGN, probability 

of error. BER-SNR curve, BPSK transmitter and receiver.
4

4.3 Baseband QPSK system, signal constellation. Effect of AWGN, probability 
of error. BER-SNR curve, QPSK transmitter and receiver.

4

4.4 QAM system 2
5 Channel Coding and Receivers
5.1 Mutual information and channel capacity 2
5.2 Correlation and matched filter receiver, BER-SNR curve 2
5.3 Channel coding schemes. Repetition code. Block codes. Cyclic codes 5
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Simulation Assignments

The following simulations can be done in MATLAB, Python,R or LabVIEW.

A-Law and µ-Law Characteristics

• Create a vector with say 1000 points that spans from −1 to 1.

• Apply A-Law companding on this vector get another vector. Plot it against the first vector
for different A values and appreciate the transfer characteristics.

• Repeat the above steps for µ-law as well.

Practical A-Law compander

• Implement the 8-bit practical A-law coder and decoder in Appendix B 2 (pp 583–585) in
Digital Telephony by Bellamy

• Test it with random numbers and speech signals. Observe the 15 levels of quantization.

Practical µ-Law compander

• Implement the 8-bit practical µ-law coder and decoder in Appendix B 1 (pp 579–581) in
Digital Telephony by Bellamy

• Test it with random numbers and speech signals. Observe the 15 levels of quantization.

B3ZS Encoder and Decoder

• Implenet a B3ZS encoder and decoder.

• Test it with random bits.

• Decode and compare the result with the original bit pattern.

B6ZS Encoder and Decoder

• Implenet a B6ZS encoder and decoder.

• Test it with random binary vector.

• Decode and compare the result with the original bit pattern.
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Base Band BPSK System

• Cretae a random binary sequence of 5000 bit. Convert it into a bipolar NRZ code.

• Create a BPSK mapper that maps bit 0 to zero phase and bit 1 to π phase.

• Plot the real part of the mapped signal against the imaginary part to observe the signal
constellation

• Add AWGN of difference variances to the base band BPSK signal and observe the changes in
constellation.

• Realize the BPSK transmitter and receiver in Fig. 6.4 in pager 352 in Communication Systems
by Simon Haykin .

• Add AWGN of different variances and compute the bit error rate (BER) for different SNR
values.

• Plot the BER Vs. SNR.

• Plot the theoretical BER-SNR curve, using Eq. 6.19 in pager 351 in Communication Systems
by Simon Haykin .
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Model Question Paper
A P J Abdul Kalam Technological University

Fourth Semester B Tech Degree Examination

Course: ECT 284 Digital Communication

Time: 3 Hrs Max. Marks: 100

PART A
Answer All Questions

1 State sampling theorem (3) K2

2 Give the classification of communication channels (3) K2

3 Explain the term slope overload (3) K2

4 Why is a logarithmic quantizer preferred in DPCM? (3) K2

5 Explain the needs for signalling codes (3) K1

6 Draw the Manchester code for the bit pattern {1, 0, 1, 1, 0, 0} (3) K3

7 Draw the BER-SNR curve for a BPSK system (3) K2

8 Draw the signal constellation for a baseband QPSK system (3) K2

9 Define mutual information and channel capacity (3) K2

10 Explain a (7,4) block code. (3) K2

PART B
Answer one question from each module. Each question carries 14 mark.

Module I

11(A) Draw the block diagram of a linear PCM system and explain
the blocks

(8) K2

11(B) Explain µ-law companding (6) K2

OR

12(A) Explain how companding is achieved practically using differ-
ent levels

(8) K2

1
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12(B) Explain mid-rise and mid-tread quantizers (6) K2

Module II

13(A) Explain the need for differential PCM. What is the advantage
over linear PCM

(6) K2

13(B) Draw the block diagram of a DPCM transmitter and receiver
and explain the functions of ech block.

(8) K3

OR

14(A) Draw the block diagram of a delta modulator and explain
the functions of each block

(8) K2

14(B) Explain the principle of adaptive delta modulation (6) K2

Module III

15(A) What is binary zero substitution? Explain the B3ZS line
coding scheme

(8) K2

15(B) Encode {101000010000000001} using B3ZS code (6) K3

OR

16(A) Explain the principle of alternate mark inversion coding.
Give an example with an arbitrary binary data pattern

(8) K2

16(B) Encode {101000010000000001} using B6ZS code (6) K3

Module IV

17(A) Draw the block diagram of BPSK transmitter and receiver
and explain the functions of each block. Draw the BER-SNR
curve.

(8) K2

17(B) Draw the signal constellation of base band BPSK and indi-
cate the effect of AWGN on it

(6) K2

2

ELECTRONICS AND COMMUNICATION ENGINEERING



OR

18(A) Draw the block diagram of QPSK transmitter and receiver
and explain the functions of each block. Draw the BER-SNR
curve.

(8) K2

18(B) Explain the QAM modulation and demodulation. (6) K2

Module V

19(A) Explain how matched filter is used in digital reception? Draw
the BER-SNR curve at the output.

(8) K3

19(B) Explain how correlation receiver is used in digital reception? (6) K3

OR

20 Explain channel encoding and decoding with (7,4) block
codes

(14) K3

3
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ECT286 INTRODUCTION TO DIGITAL SIGNAL
PROCESSING

CATEGORY L T P CREDIT
Minor 3 1 0 4

Preamble: This course aims to give an introduction to digital signal processing

Prerequisite: ECT255 Introduction to Signals and Systems

Course Outcomes:  After the completion of the course the student will be able to

CO 1 Explain how digital signals are obtained from continuous time signals. 

CO 2 Apply Fourier transform in the analysis of signals
CO 3 Implement digital filters
CO 4 Explain  the practical limitations in DSP implementations

CO 5 Explain the structure of a DSP processor.
Mapping of course outcomes with program outcomes

PO 
1

PO 2 PO 3 PO 4 PO 5 PO 6 PO 7 PO 8 PO 9 PO 
10

PO 
11

PO 12

CO 1 3 1
CO 2 3 3 2 2 3 3 1
CO 3 3 2 3 3 3 3
CO 4 3 1
CO 5 3 1 1
Assessment Pattern

Bloom’s Category Continuous Assessment Tests End Semester Examination
1 2

Remember 10 10 20
Understand 25 25 50
Apply 15 15 30
Analyse
Evaluate
Create

Mark distribution

Total Marks CIE ESE ESE Duration

150 50 100 3 hours

Continuous Internal Evaluation Pattern: 

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks
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End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should answer
all questions. Part B contains 2 questions from each module of which student should answer any one.
Each question can have maximum 2 sub-divisions and carry 14 marks. 

Course Level Assessment Questions

Course Outcome 1 (CO1): Discrete Signals and Sampling Theorem

1. Define a digital signal. Give the frequency range of digital signal. Explain the sampling
theorem and show graphically how samples are generated from a continuous time signal.

2. What  should  be  the  minimum   frequency  to  sample  a  2.5kHz  analog  signal?  Explain
graphically how the continuous time signal is reconstructed from samples.

Course Outcome 2 (CO2): Application of Fourier Transform

1. Give the expression for DFT of an N-point sequence. Compute the 10 point DFT of a unit
impulse sequence.

2. Derive the raddix-2 decimation in time algorithm for N=8.

Course Outcome 3 (CO3): Implementation of Digital Filters

1. Give the difference equation of an IIR filter. Give an example and draw its structure

2. Design an IIR Butterworth filter for passband frequency 5kHz and stopband frequency 10kHz.
The stop band and passs band attenuations are 0.1 respectively.

Course Outcome 4 (CO4): Practical Limitations of Digital Filters

1(A). Explain the limit cycle oscillations in IIR filters

(B) Explain the effects of coefficient quantization in IIR filters

2. (A) Explain the effects of round of noise in digital filters
2(B)  Explain the fixed and floating point arithmetic used in DSP processors.

Course Outcome 5 (CO5): Structure of Digital Signal Processors

1(A). Explain the function of the MAC unit in a DSP

(B) Explain the differences between Harvard and Von Neumann architecture.

2. Draw the internal structure of a floating point processor and explain its functional blocks
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Syllabus

Module 1: Signal Processing Fundamentals
Discrete-time and digital signals. Basic elements of digital processing system- ADC, DAC and Nyquist
rate. Frequency aliasing due to sampling. Need for anti-aliasing filters. Discrete Time Fourier Transforms
– Properties. Computation of spectrum.

Module 2: Discrete Fourier Transform – Properties and Application
Discrete Fourier transform - DFT as a linear transformation, Properties - circular convolution. Filtering of
long data sequences - FFT-Radix-2 DIT and DIF algorithms. Computational complexity of DFT and FFT 
-application.

Module 3: Digital Filters
Digital  FIR  Filter:  Transfer  function  -  Difference  equation,  Linear  phase  FIR  filter,  Concept  of
windowing, Direct form and cascade realization of FIR and IIR filters.  Digital IIR Filters - Transfer
function, Difference equation. Direct and parallel Structures. Design of analogue Butterworth filters,
Analog frequency transformations, Impulse invariance method. Bilinear transformation, Analog
prototype to digital transformations.

Module 5: Finite word length effects in digital filters and DSP Hardware
Fixed point arithmetic, Floating point arithmetic, Truncation and Rounding, Quantization error in ADC,
Overflow error, Product round off error, Scaling , Limit cycle oscillation. 

General and special purpose hardware for DSP:  Computer architectures for DSP – Harvard, pipelining,
MAC, special instruction, replication, on chip cache. General purpose digital signal processors (TMS 320
family) - Implementation of digital filtering on dsp processor. Special purpose DSP hardware 

Text Books
1. Proakis, J.G. & Manolakis, D.G., “Digital Signal Processing: Principles, Algorithms,& Applications”,
3/e Prentice Hall of India, 1996.
2. Ifeachor, E.C., & Jervis, B.W., “Digital Signal Processing: A Practical Approach”,2/e, Pearson
Education Asia, 2002.
3. Chen, C.T., “Digital Signal Processing: Spectral Computation & Filter Design”, Oxford Univ. Press,
2001.
4. Mitra, S.K., “Digital Signal Processing: A Computer-Based Approach”, McGraw Hill, NY, 1998
5. Monson H Hayes, Schaums outline: Digital Signal Processing.

Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Signal Processing Fundamentals
1.1 Overview of signals.  Frequency elements of DSP sytems 2
1.2 Conversion of analog signals to digital signals, Sampling theorem, 

reconstruction ADC and DAC , spectra and antialiasing filter
3

1.3 DTFT properties, spectrum 3
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2 DFT
2.1 DFT from DTFT, DFT as a linear transformation. W matrix. 

Properties of DFT, Computational challenges. 
3

2.2 FFT  for comptational advantage, Radix -2 DIT and Dif algorith, 
in place computation. Bit reversal permutation. complexity

4

2.3 Filtering of long sequences 2
3 Digital Filters
3.1 Model of FIR and IIR filters. Direct form I and II of FIR filter, 

simple FIR design
4

3.2 IIR filter, design of Butterworth filter, Direct and parallel 
realization

4

3.3 Analog to digital transformation, impulse invariance and bilinear
transformation.

4

4 Finite Word-length Effects
4.1 Number representation Truncation - Rounding - Quantization error

in ADC - Overflow error- product round off error - Scaling - Limit
cycle oscillation. 

2

4.2 Truncation-Rounding  -  Quantization  error  in  ADC  -  Overflow
error - product round off error - Scaling - Limit cycle oscillation. 

5

5 DSP Architecture
5.1 Von Neumann and Harvard architecture, Comparison 1

5.2 Data paths of fixed and floating point DSP processors. Functions 
of various blocks Architecture of a typical DSP processor

5

5.3 Implementation of systems on DSP chip 2
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Simulation Assignments

The following simulation assignments can be done with Python/MATLAB/ SCILAB/OCTAVE

1. Generate the following discrete signals

• Impulse signal

• Pulse signal and

• Triangular signal

2. Write a function to compute the DFT of a discrete energy signal. Test this function on a few
signals and plot their magnitude and phase spectra.

3. • Compute the linear convolution between the sequences x = [1, 3, 5, 3] with h = [2, 3, 5, 6].
Observe the stem plot of both signals and the convolution.

• Now let h = [1, 2, 1] and x = [2, 3, 5, 6, 7]. Compute the convolution between h and x.

• Flip the signal x by 180 ◦ so that it becomes [7, 6, 5, 3, 2]. Convolve it with h. Compare
the result with the previous result.

• Repeat the above two steps with h = [1, 2, 3, 2, 1] and
h = [1, 2, 3, 4, 5, 4, 3, 2, 1]

• Give your inference.

4. • Compute the DFT matrix for N = 8, 16, 64, 1024 and 4098

• Plot the first 10 rows in each case and appreciate these basis functions

• Plot the real part of these matrices as images and appreciate the periodicities and half
periodicities in the pattern

• Normalize each matrix by dividing by
√
N . Compute the eigenvalues of every normalized

matrix and observe that all eigenvalues belong to the set {1, j,−j,−1}.

5. • Realize a continuous time LTI system with system response

H(s) =
5(s + 1)

(s + 2)(s + 3)

. One may use scipy.signal.lti package in Python.

• Make it into a discrete system (possibly with scipy.signal.cont2discrete)

• Observe the step response in both cases and compare.

6. • Download a vibration signal in .wav format.

• Load this signal into an array. One may use the scipy.io.wavfile module in Python.

• understand the sampling rate of this signal.
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• Plot and observe the vibration signal waveform.

• Compute the absolute squared value of the FFT of the vibration signal.

• Plot it and observe the spectral components in the discrete frequency domain.

• Multiply prominent discrete frequencies by the sampling rate and observe and appreciate
the major frequency components in Hz.
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Model Question Paper

A P J Abdul Kalam Technological University

Fourth Semester B. Tech. Degree Examination

Branch: Electronics and Communication

Course: ECT 286 Introduction to Digital Signal 
Processing

Time: 3 Hrs Max. Marks: 100

PART A
Answer All Questions

1 Define frequency of a discrete signal and identify its range. (3) K1

2 State Nyquist sampling theorem for low pass signals and the
formula for signal reconstruction.

(3) K3

3 Explain why DFT operation is a linear transformation. (3) K2

4 Explain how FFT reduces the computational complexity of DFT. (3) K2

5 Write the expresssion for the Hamming window and plot it. (3) K1

6 Give the expression for bilinear tranformation and explain the
term frequency warping.

(3) K2

7 Explain the quantization error in ADCs. (3) K2

8 Explain the 1s and 2s complement representation of numbers in
DSP processor.

(3) K2

9 Compare floating point and fixed point data paths in a DSP
processor.

(3) K2

10 Explain function of a barrel shifter in a DSP processor. (3) K2

1
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PART B
Answer one question from each module. Each question carries 14 mark.

Module I

11(A) Explain how analog signals are converted to digital signals. (10) K2

11(B) What all digital frequencies are obtained when a 1 kHz sig-
nal is sampled by 4 kHz and 8 kHz impulse trains?

(4) K3

OR

12(A) Give the expression for DTFT. Compute the DTFT of the
signal x[n] = [1,−1, 1,−1]

(8) K3

12(B) Explain how sampling affects the spectrum of the signal and
the need of antialiasing filter

(6) K3

Module II

13(A) Give the radix-2 decimation in time algorithm for 8-point
FFT computation

(10) K3

13(B) How is in place computation applied in FFT algorithms? (4) K3

OR

14(A) Find the DFT of the sequence x(n) = {1, 2, 3, 4, 4, 3, 2, 1}
using radix-2 DIF algorithm

(10) K3

14(B) How is bit reverse addressing used in FFT computations? (4) K3

Module III

15(A) Write the difference equation representation of IIR filter and
explain how its impulse response is infinite in duration

(7) K3

2
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15(B) Convert the analog filter

H(s) =
1

(s+ 1)(s+ 2)

into digital filter using impulse invariance method.

(7) K3

OR

16(A) Implement the FIR filter h[n] = [1, 2, 4, 6, 4, 2, 1] with mini-
mum multipliers in directform

(6) K3

16(B) Design an IIR Butterworth filter for passband frequency
5 kHz and stopband frequency 10 kHz. The stop band and
passs band attenuations are 0.1 respectively.

(8) K3

Module IV

17(A) Explain the limit cycle oscillations in IIR filters (6) K3

17(B) Derive the quantization noise power in an ADC (8) K3

OR

18(A) Find the output noise variance of a first order system with
transfer function

H(z) =
1

1− αz−1

that is driven by a zero mean white Gaussian noise of vari-
ance σ2

N

(8) K3

18(B) Explain the fixed and floating point arithmetic used in DSP
processors.

(6) K3

Module V

19 Draw and explain the functional blocks in a floating point
DSP processor.

(14) K2

3
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OR

20(A) Compare Von Neumann architecture with Harvard architec-
ture

(7) K2

20(B) Explain the significance and operation of the MAC unit in
a DSP processor

(7) K2

4
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ECT292 NANOELECTRONICS CATEGORY L T P CREDIT
Honors 3 1 0 4

Preamble: This course aims to understand the physics behind mesoscopic systems and working 
of nanoelectronic devices.

Prerequisite: PHT100 Engineering Physics A, ECT201 Solid State Devices 

Course Outcomes:  After the completion of the course the student will be able to

CO 1 Explain quantum mechanical effects associated with low dimensional semiconductors.

CO 2 Explain the different processes involved in the fabrication of nanoparticles and 
nanolayers.

CO 3 Explain the different techniques for characterizing nano layers and particles

CO 4 Explain the different transport mechanisms in nano structures

CO 5 Illustrate  the operating principle of nanoscale electronic devices like SET, Resonant 
tunnelling devices, Quantum lasers etc.

Mapping of course outcomes with program outcomes

PO 
1

PO 
2

PO 
3

PO 
4

PO 
5

PO 
6

PO 
7

PO 
8

PO 
9

PO 
10

PO 
11

PO 
12

CO 
1

2

CO 
2

2

CO 
3

1

CO 
4

2

CO 
5

2

Assessment Pattern

Bloom’s Category Continuous Assessment Tests End Semester Examination
1 2

Remember 10 10 20
Understand 35 35 70
Apply 5 5 10
Analyse
Evaluate
Create
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Mark distribution

Total 
Marks

CIE ESE ESE 
Duration

150 50 100 3 hours

Continuous Internal Evaluation Pattern: 

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain
10 questions with 2 questions from each module, having 3 marks for each question. Students
should answer all  questions.  Part  B contains 2 questions from each module of which student
should answer any one. Each question can have maximum 2 sub-divisions and carry 14 marks. 

Course Level Assessment Questions

Course Outcome 1 (CO1): Explain the quantum mechanical effects associated with low 
dimensional semiconductors.

1. Derive the expression for density of states in a 1D nanomaterial.

2. Compare and contrast  triangular, square and parabolic quantum wells.

3. Solve numerical problems to find whether the given material is a nanometric one.

Course Outcome 2 (CO2) : Explain the different processes involved in the fabrication of 
nanoparticles and nanolayers.

1. Explain Sol-Gel process for synthesis of nanoparticles.

2. Explain the different steps involved in CVD process for fabricating nanolayers.

3. DC sputtering cannot be used for the coating of non- conducting materials. Justify.

Course Outcome 3 (CO3): Explain the different techniques for characterizing nano layers 
and particles.

1. Illustrate the working principle of an AFM.

2. Explain the different emission and interactions between electron beam and the specimen.

3. Explain the principle of operation of an XRD.

Course Outcome 4 (CO4): Explain the different transport mechanisms in nano structures.

1. Explain Kronig Penney model of a super lattice.
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2. Explain modulation doping with an example.

3. Explain the different scattering events encountered by a carrier during parallel transport

under the influence of electric field.

Course Outcome 5 (CO5): Illustrate the operating principle of nanoscale electronic devices 
like SET, Resonant tunnelling devices, Quantum lasers etc.

1. Explain Coulomb blockade effect. Illustrate the working of a single electron transistor.

2. Draw the schematic representation of the conduction band of a resonant tunnel diode for
(a) no voltage applied (b) increasing applied voltages. Explain its I-V characteristics.

3. MODFETS are high electron mobility transistors. Justify.

Syllabus

Module I

Introduction  to  nanotechnology,  Limitations  of  conventional  microelectronics,  characteristic
lengths in mesoscopic systems, Quantum mechanical coherence.

Low dimensional structures - Quantum wells, wires and dots, Density of states of 1D and 2D
nanostructures.

Basic properties of square quantum wells of finite depth, parabolic and triangular quantum wells

Module II

Introduction to methods of fabrication of nano-layers: physical vapour deposition- evaporation &
Sputtering, Chemical vapour deposition, Molecular Beam Epitaxy, Ion Implantation, Formation
of Silicon Dioxide- dry and wet oxidation methods.

Fabrication of nano particle- grinding with iron balls, laser ablation, reduction methods, sol gel,
self assembly, precipitation of quantum dots.

Module III

Introduction to characterization of nanostructures: Principle of operation of Scanning Tunnelling
Microscope, Atomic Force Microscope, Scanning Electron microscope - specimen interaction, X-
Ray Diffraction analysis

Module IV 

Quantum wells,  multiple  quantum wells,  Modulation  doped quantum wells,  concept  of  super
lattices Kronig - Penney model of super   lattice.

Transport of charge in Nanostructures - Electron scattering mechanisms, Hot electrons, Resonant
tunnelling transport, Coulomb blockade, Effect of magnetic field on a crystal. Aharonov-Bohm
effect, the Shubnikov-de Hass effect. 
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Module V

Nanoelectonic devices - MODFETS, Single Electron Transistor, CNT transistors – Properties of 
graphene
Resonant tunnel effect, RTD, RTT, Hot electron transistors
Quantum well laser, quantum dot LED, quantum dot laser

Text Books

1. J.M.  Martinez-Duart,  R.J.  Martin  Palma,  F.  Agulle  Rueda  Nanotechnology  for
Microelectronics and optoelectronics , Elsevier, 2006

2. W.R. Fahrner, Nanotechnology and Nanoelctronics, Springer, 2005

Reference Books
1. Chattopadhyay, Banerjee, Introduction to Nanoscience & Technology, PHI 2012
2. Poole, Introduction to Nanotechnology, John Wiley 2006.
3. George W. Hanson, Fundamentals of Nanoelectronics, Pearson Education, 2009.
4. K. Goser, P. Glosekotter, J. Dienstuhl, Nanoelectronics and nanosystems, Springer 2004.
5. Supriyo Dutta, Quantum Transport- Atom to transistor, Cambridge, 2013.

Course Contents and Lecture Schedule 
No Topic No. of 

Lectures
1 MODULE 1
1.1 Introduction  to  nanotechnology,  Limitations  of  conventional

microelectronics 
1

1.2 Characteristic lengths in mesoscopic systems 1
1.3 Quantum mechanical coherence, Schrodinger’s equation,

Low dimensional structures - Quantum wells, wires and dots
3

1.4 Density of states of 1D and 2D nanostructures 2
1.5 Basic properties of square quantum wells of finite depth, parabolic and 

triangular quantum wells
3

2 MODULE 2

2.1 Introduction to methods of fabrication of nano-layers:  physical vapour
deposition- evaporation & Sputtering, 

2

2.2 Chemical vapour deposition, Molecular Beam Epitaxy 2
2.3 Ion Implantation, Formation of Silicon Dioxide- dry and wet oxidation 

methods
2

2.4 Fabrication of nano particle- grinding with iron balls, laser ablation, 
reduction methods

2

2.5 Sol -  Gel, self assembly, precipitation of quantum dots. 2

3 MODULE 3
3.1 Introduction to characterization of nanostructures: Principle of operation 2
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of Scanning Tunnelling Microscope
3.2 Atomic Force Microscope 1
3.3 Scanning Electron microscope - specimen interaction. 1
3.4 X-Ray Diffraction analysis 1

4 MODULE 4
4.1 Quantum wells, multiple quantum wells, Modulation doped quantum 

wells, concept of super lattices 
2

4.2 Kronig - Penney model of super   lattice. 1
4.3 Transport of charge in Nanostructures - Electron scattering mechanisms,

Hot electrons
1

4.4 Resonant tunnelling transport, Coulomb blockade 2
4.5 Quantum transport in nanostructures - Coulomb blockade 1
4.6 Effect of magnetic field on a crystal. Aharonov-Bohm effect 2
4.7 Shubnikov-de Hass effect 1

5 MODULE 5
5.1 Nano electonic devices- MODFETS   2
5.2 Single Electron Transistor 1
5.3 CNT transistors , Properties of graphene 2

5.4  RTD, RTT, Hot electron transistors 3

5.5 Quantum well laser, quantum dot LED, quantum dot laser 2
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APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY 

MODEL QUESTION  PAPER

ECT 292 NANOELECTRONICS

Time: 3 hours     Max. Marks:100

PART A

Answer all questions. Each question carries 3 marks.

1. Explain any three characteristic lengths in mesoscopic systems.
2. Explain the terms (i) coherence length (ii) phase coherence.
3. Explain Laser ablation method for nanoparticle fabrication.
4. DC sputtering cannot be used for coating of non-conducting materials. Justify
5. Explain two different modes of operation of a STM.
6. Explain XRD method for characterizing nano materials.
7. Differentiate between the two types of multiple quantum wells.
8. Explain Aharonov-Bohm effect.
9. Explain why MODFETs are called high electron mobility transistors.
10. List any six properties of graphene.

PART B

Answer any one question from each module. Each question carries 14 marks.

MODULE I

11. (a) Show that DOS in a 2D material is independent of energy. (8 marks)
(b) Explain any three physical limitations in reducing the size of devices in Nano

metric scale.          (6 marks)
12. Compare and contrast square, parabolic and triangular quantum wells (14 marks)

MODULE III
13. (a) Illustrate the process of Molecular Beam Epitaxi for fabricating nano layers. (8 marks)

(b) Differentiate between dry oxidation and wet oxidation techniques (6 marks)
14. (a) Sketch and label a CVD reactor and explain the different steps involved in the CVD

      process.          (8 marks)
(b) Explain the reduction method for nano particle fabrication (6 marks)
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MODULE III
15. Explain the different specimen interactions of an electron beam  and illustrate the working of

a SEM          (14 marks)
16. Explain the principle of operation of an AFM. Explain the different modes of operation.

(14 marks)

MODULE IV

17. (a) Explain Kronig–Penney model of a super lattice. What is meant by Zone folding?
(10 marks)

(b)Explain the concept of hot electrons in parallel transport (4 marks)
18. (a) Explain Coulomb Blockade effect (8 marks)

(b) Illustrate resonant tunneling effect. (6 marks)

MODULE V

19. (a) ) Draw the schematic and explain the working of a single electron transistor   (8 marks)
(b) Explain working of resonant tunneling diodes (6 marks)    

20. (a) Illustrate the working of a quantum well laser           (6 marks)   
(b) Explain the different types of Carbon Nanotube transistors (8 marks)
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ECT294 STOCHASTIC PROCESSES FOR
COMMUNICATION

CATEGORY L T P CREDIT
Honors 3 1 0 4

Preamble: This course aims to apply the concepts of probability and random processes in 
communication systems.

Prerequisite: None
Course Outcomes:  After the completion of the course the student will be able to
CO 1 Explain the concepts of probability, random variables and stochastic processes        
CO 2 Apply the knowledge in probability to ststistically characterize communication 

channels.
CO 3 Apply probability to find the information and entropy
CO 4 Explain  source coding and channel coding theorem.
CO 5 Apply stochastic processes in data transmission

Mapping of course outcomes with program outcomes
PO
1

PO 
2

PO 
3

PO 
4

PO 
5

PO 
6

PO 
7

PO 
8

PO 
9

PO 
10

PO 
11

PO 
12

CO 1 3 3
CO 2 3 3 3 2
CO 3 3 3 3 2 2
CO 4 3 3
CO 5 3 3 3 2

Assessment Pattern
Bloom’s Category Continuous Assessment 

Tests
End Semester Examination

1 2
Remember 10 10 20
Understand 25 25 50
Apply 15 15 30
Analyse
Evaluate
Create

Mark distribution
Total 
Marks

CIE ESE ESE 
Duration

150 50 100 3 hours

Continuous Internal Evaluation Pattern: 
Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks. 
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Course Level Assessment Questions
Course Outcome 1 (CO1): Concepts in probability  
1. Give frequentist and axiomatic definitions of probability. State the demerits of frequentist
definition.
2. What is a random variable? Illustrate with an example how it becomes useful in studying
engineering problems?
3. A six faced die with P(1)=P(3)=1/3, P(4)=P(5)=1/4 is thrown in a game with outcomes listed in
the table.

Face 1 2 3 4 5 6

Payoff(Rs) +50 -40 +60 -60 -20 +100

The + and - signs indicates gain and loss for the the player respectively. 
1.Draw the CDF and PDF
2. Compute the expected value of gain/loss. Is it worthwhile to play the game?
3. Compute the entropy of the random variable.

Course Outcome 2 (CO2) : Review of random processes
1. Give the conditions for WSS and SSS.
2. Test if the  sinusoid  X(t)=Acos(2πft+θ) with θ variying uniformly in the interval [-π,π] is WSS.
3. Define white Gussian noise.
4. State central limit theorem. Why is Guassian model suitable in additive noise channels?

Course Outcome 3 (CO3): Entropy and Information
1. Define discrete memoryless source and discrete menoryless channel.
2. Define entropy and conditional entropy.
3. See the binary symmetric channel in the figure below.

Let p(x1)=1/3 and p =1/4. Compute the mutual information betweeen X and Y.
Course Outcome 4 (CO4):  Source coding and Channel Coding
1. State the souce coding theorem.
2. Compute the mutual information between the input and output of an AWGN channel. What is its
capacity.
3. Find the capacity  of an AWGN channel  with 4kHz bandwidth and the noise power spectral

density 10-12W/Hz. The signal power at the receiver is 0.1mW.

Course Outcome 5 (CO5): Stochastic processes in data transmission
1. Derive Chapman – Kolmogorov equation.
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2. Explain the packet transmission in a slotted ALOHA network
3. Consider a Markov chain with three possible states 1,2,3 with transition probability matrix

(
1
4

1
2

1
4

1
3

0
2
3

1
2

0
1
2
)

a) Draw the state transition diagram.
b) Find P(X4=3|X3=2)
c) If P(X0=1)=1/3 Find P(X0=1,X1=2)

SYLLABUS

Module 1 : Review of Probability and Random Variables [1,2]

Review of probability. Relative frequency and Axiomatic definitions of probability, Significance of

axiomatic definition. Bayes theorem and conditional probability. Independence. Discrete random

variables. The cumulative distribution and density functions for discrete random variables.  Joint

distribution  and  conditional  distribution.  Statistical  averages.  Mean,  Variance  and  standard

deviation, Gaussian density function, Pdf of envelop of two gaussian variables – Rayleigh pdf.

Module 2 : Review of Random Processes [1-3]

Stochastic Processes. Stationarity and ergodicity. WSS and SSS processes. Gaussian Random 

process, Mean and autocorrelation and power spectral density functions. Weiner Kinchine theorem, 

Bandwidth of a random process, PSD of a Pulse Amplitude Modulated wave.  White noise, 

Filtering of discrete WSS process by LTI systems. Noise-equivalent bandwidth, Signal to Noise 

Ratio, Matched Filter, Bandlimited and narrowband random process.

Sum of  random variables,  Markov Inequality,  Chebyshev Inequality,  Convergence,  The central

limit theorem (statement only). Gaussianity of thermal noise. 

Module 3: Entropy and Information [1-3]

Basics of  discrete communication system, Sources, channels and receivers. Discrete memoryless

sources.  Entropy.  Source  coding  theorem  (statement  only).  Mutual  Information.  Discrete

memoryless channels.  Matrix of channel transmission probabilities. Noiseless and noisy channels,

binary symmetry channels.  Channel coding theorem (statement only) Channel capacity for BSC

(derivation reqruired), Differential entropy, Channel capacity of AWGN channel (statement only). 

Module 4 :  Markov Process and Queuing Theory [4,5]

Markov process. Definition and model. Markov chain. Transition probability matrix. State diagram 

and characteristics of a Markov chain. Chapman Kolmogorov equation. Poisson process.
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Module 5 : Queues in Communication Networks [4,5]
Overview of   queuing theory.  M/M/1,  M/M/∞, Application  to  packet  transmission in  a  slotted

ALOHA computer communication network.

Text Books
1. Papaulis and Unnikrishna Pillai, “Probability, Random Variables and Stochastic Processes”,

MH
2. Analog and Digital Communication Systems, Hsu, Schaum Outline Series, MGH.
3. Digital Communication, John G Proakis, John Wiley
4. Probability and Random Processes, Miiller and Childers, Ed., 2, Academic Press
5. Data Networks, Bertsekas and Gallager, Ed. 2, PHI

Course Contents and Lecture Schedule 
No Topic No. of 

Lectures
1 Module 1
1.1 Review of probability. Relative frequency and Axiomatic definitions of

probability, Significance of axiomatic definition. 

1

1.2 Bayes theorem and conditional probability. Independence. 1
1.3 Discrete random variables. 1
1.4 The cumulative  distribution  and density  functions  for discrete  random

variables.  Joint distribution and conditional distribution. 

3

1.5 Statistical averages. Mean, Variance and standard deviation, 2
1.6 Gaussian density function,  Pdf of envelop of two gaussian variables –

Rayleigh pdf.

2

2 MODULE 2

2.1 Stochastic Processes. Stationarity and ergodicity. WSS and SSS 

processes. Gaussian Random process

2

2.2 Mean and autocorrelation and power spectral density functions. Weiner 

Kinchine theorem, Bandwidth of a random process, PSD of a Pulse 

Amplitude Modulated wave.  

3

2.3 White noise, Filtering of discrete WSS process by LTI systems. Noise-

equivalent bandwidth, Signal to Noise Ratio, Matched Filter, 

Bandlimited and narrowband random process.

3

2.4 Sum  of  random  variables,  Markov  Inequality,  Chebyshev  Inequality,
Convergence, The central limit theorem (statement only). Gaussianity of
thermal noise.  

2

3 MODULE 3
3.1 Basics  of   discrete  communication  system,  Sources,  channels  and

receivers. 

1

3.2 Discrete  memoryless  sources.  Entropy.  Source  coding  theorem

(statement only).  

1
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3.3 Mutual Information. Discrete memoryless channels.  Matrix of channel

transmission  probabilities.  Noiseless  and  noisy  channels,  binary

symmetry channels. 

2

3.4 Channel  coding  theorem  (statement  only)  Channel  capacity  for  BSC

(derivation reqruired), 

1

3.5 Differential  entropy,  Channel  capacity  of  AWGN  channel  (statement

only).

2

4 MODULE 4
4.1 Markov process. Definition and model.  1
4.2 Markov chain. Transition probability matrix. State diagram and 

characteristics of a Markov chain. Chapman Kolmogorov equation.  
4

4.3 Poisson process 3

5 MODULE 5
5.1 Overview of  queuing theory. 2
5.2 M/M/1, M/M/∞ systems 3
5.3 Application to packet transmission in a slotted ALOHA computer 

communication network.   
3
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Simulation Assignments

The following simulations can be done Python/R/MATLAB/SCILAB.

Generation of Discrete Stochastic Signals

1. Simulate stochastic signals of

• Uniform

• Binomial

• Gaussian

• Rayleigh

• Ricean

probability density functions and test their histograms.

2. Compute the statistical averages such as mean, variance, standard deviation etc.

3. To compute the autocorrelation matrix for each signals. Compare the autocorrelation of
Gaussian signal with others.

4. To observe the spectrum of the signal and relate it with the autocorrelation function.

Central Limit Theorem–Gaussianity of Channels

• Simulate a coin toss experiment that generates a string of length N of 0s and 1s that are
uniformly distributed.

• Toss the coin M times and sum up the string in every toss.

• Plot the normalized histogram of the sum values for M = 100, 1000, 5000.Observe that it is a
Binomial distribution.

• Plot the function q =
(
M
r

)
pr(1 − p)M−r and compare with the histogram.

• Make M very large and observe that the histogram tends to become Gaussian, justifying the
central limit theorem.

Frequency of Characters in English Text and the Entropy

1. It is required to understand the probabilities of occurrence of characters in English text say
an English novel say with more than 300 pages(that contains text only) in .txt format(student
may download one such file.).

2. Read the novel in .txt format into a single string or array and to identify the unique symbols(all
letters, numbers, punctuation marks etc.) in the file and to plot their frequencies of occurrence.

3. Aprreciate the probabilities of occurrences of all symbols.

4. Compute the entropy and the information content in the book.
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Simulation of a Point Process

1. It is required to simulate a point Poisson process, say the arrival of packets in a queue.

2. Let the rate of arrival of packets be say 100 per second.

3. Simulate the Poisson process using small time bins of say 1 millisecond.

4. Since Poisson process has no memory, the occurrence of an event is independent from one bin
to another.

5. Binary random signals can be used to represent success or failure.

6. Simulate and dispaly each event with a vertical line using say matplotlib

7. Generate the couting process N(t) which is the sum of the events until time t.

8. Plot N(t) against t and appreciate it.

Simulation of a Discrete Markov Chain

1. It is required to simulate a birth death process as a discrete Markov chain.

2. Let us consider that the total population cannot exceed 1000 and the initial poulation is 100.

3. Set equal birth and death rates.

4. Iterate for say 10000 steps and plot the population against the iteration number.

5. Repeat the simulation for different rates and different population aand iteration sizes and
appreciate the results.

ELECTRONICS AND COMMUNICATION ENGINEERING



Model Question Paper

A P J Abdul Kalam Technological University

Fourth Semester B Tech Degree Examination

Branch: Electronics and Communication

Course: ECT 294 Stochastic Processes for 
Communication

Time: 3 Hrs Max. Marks: 100

PART A
Answer All Questions

1 Give the three definitions of probability (3) K2

2 In the toss of an unnfair coin, the probability of head is 1
3
.The

player gets Rs. 100 if head turns up and loses Rs. 200 if tail
turns up. Draw the CDF and PDF of this random variable

(3) K3

3 Write the conditions for strict sense and wide sense stationarity (3) K2

4 Explain the Gaussian statistics of communication channels (3) K2

5 State the two source coding theorems (3) K1

6 Give channel matrix of a noiseless binary channel (3) K2

7 With mathematical model, explain Markov process (3) K2

8 Give an example of a Markov chain with its transition probabib-
lity matrix

(3) K2

9 Explain an M/M/1 queue system in packet transmission (3) K2

10 Explain the statistics of packet arrival in M/M/1 queue system (3) K2

1
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PART B
Answer one question from each module. Each question carries 14 mark.

Module I

11 A random variable X has the following pdf.

fX(λ) =

{
A[1− |λ|

3
]; −3 ≤ λ ≤ 3

0; else

Find the probability P [|λ| < 1.5] (4) K3

Find the probability P [1.2 ≤ λ ≤ 2.3] (4) K3

Find E[X] (6) K3

OR

12. A six faced die with P (1) = P (3) = 1
6
, P (4) = P (5) = 1

8
,

P (2) = 1
12

is thrown in a game with outcomes listed in the table.

Face 1 2 3 4 5 6
Payoff 50 -40 60 -60 -20 100

The + and - signs indicates gain and loss for the player respec-
tively.

A Draw the CDF and PDF of the Payoff random variable. (6) K3

B Compute the expected value of gain/loss. Is it worthwhile to
play the game?

(5) K3

C Compute the variance of Payoff. (3) K3

Module II

13(A) Test if the random process

X(t) = A cos (2πfct+ θ)

is WSS with θ a uniformly distributed random variable in the
interval [−π, π].

(8) K3

2
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13(B) If a random signal is applied as input to an LTI system, how is
the power spectral density of the output related to that of the
input? Explain.

(6) K2

OR

14(A) State and prove Wiener Kinchine theorem . (8) K3

14(B) Justify the suitability of using white Gaussian model for noise
in a communication system.

(6) K2

Module III

15(A) State source coding theorem for a discrete memoryless source. (6) K2

15(A) Show that mutual information is always positive. (3) K2

15(C) What is channel capacity in terms of the conditional entropy?
Write down the capacity of an AWGN channel.

(5) K3

OR

16(A) Define entropy of a discrete memoryless source. If the alphabet
is finite with size K, show that H(X) ≤ log2K

(6) K2

16(B) For the binary channel below, compute the channel transition
matrix and P (Y0) and P (Y1), given that P (X0) = P (X1) = 0.5

(8) K3

Module IV

17(A) Explain a Poisson random process. Give two practical examples
of a Poisson process

(7) K2

17(B) Derive Chapman – Kolmogorov equation. (7) K3

3
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OR

18 Consider a Markov chain with three possible states 1,2,3 with
transition probability matrix
(A) Draw the state transition diagram. (4) K2

(B) Find P (X4 = 3|X3 = 2) (5) K3

(C) If P (X0 = 1) = 1
3
, find P (X0 = 1, X1 = 2) (5) K3

Module V

19 Explain the packet transmission in a slotted ALOHA network (14) K2

OR

20 Explain the M/M/1 queue system pertaining to packet trans-
mission

(14) K2

4
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ECT296 STOCHASTIC SIGNAL
PROCESSESING

CATEGORY L T P CREDIT
Honours 3 1 0 4

Preamble: This course aims to study stochastic signals and their interactions with LTI systems

Prerequisite: None
Course Outcomes:  After the completion of the course the student will be able to
CO 1 Explain the concepts of probability, random variables and stochastic processes        
CO 2 Apply the knowledge in probability to ststistically characterize communication 

channels.
CO 3 Use the properties of WSS for finding the  LTI system response
CO 4 Model discrete signals using various methods
CO 5 Estimate the spectra of signals using various methods.

Mapping of course outcomes with program outcomes
PO
1

PO 2 PO 3 PO 4 PO 5 PO 6 PO 7 PO 8 PO 9 PO 
10

PO 
11

PO 
12

CO 1 3 3
CO 2 3 3 3 2
CO 3 3 3 3 2
CO 4 3 3
CO 5 3 3 3 2

Assessment Pattern
Bloom’s Category Continuous Assessment 

Tests
End Semester Examination

1 2
Remember 10 10 20
Understand 15 15 30
Apply 25 25 50
Analyse
Evaluate
Create

Mark distribution
Total 
Marks

CIE ESE ESE 
Duration

150 50 100 3 hours

Continuous Internal Evaluation Pattern: 
Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks. 

Course Level Assessment Questions
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Course Outcome 1 (CO1): Concepts in probability  
1. Give frequentist and axiomatic definitions of probability. State the demerits of frequentist
definition.
2. What is a random variable? With an example, illustrate how it finds application in defining
engineering problems?
3. A six faced die with P(1)=P(3)=1/3, P(4)=P(5)=1/4 is thrown in a game with outcomes listed in
the table.

Face 1 2 3 4 5 6

Payoff(Rs) +50 -40 +60 -60 -20 +100

The + and - signs indicates gain and loss for the the player respectively. 
1.Draw the CDF and PDF
2. Compute the expected value of gain/loss. Is it worthwhile to play the game?
3. Compute the entropy of the random variable.

Course Outcome 2 (CO2) : Review of random processes
1. State central limit theorem. Explain the validity of using Gaussian model for additive
communication channels.
2. Give the conditions for WSS and SSS.
3. Test if the  sinusoid  X(t)=Acos(2πft+θ) with θ variying uniformly in the interval [-π,π] is WSS.

Course Outcome 3 (CO3): WSS and LTI systems
1. Derive Wiener Hopf equations.
2. Solve Wiener-Hopf equation  to get a third order discrete system for a an RV X whose
autocorrelation is Rx=[0.89,0.75,0.7,0.6]
3. Prove that autocorretion and power spectral density are Fourier transform pairs

Course Outcome 4 (CO4): Signal modeling
1. Use Prony method to model a unit pulse x[n]=U[n]-U[n-N] as  a system with one pole and one
zero.
2. Use Pade apprimation to model the signal x whose fisrt six values are [1,1.2,0.9,0.5,0.6,0.25]
using a second order all pole model (p=2 and q=0)

 Course Outcome 5 (CO5): Stochastic processes in data transmission
1. Explain the periodogram method of spectrum estimation
2. Explain the need pf spectrum estimation
3. Use ARMA(p,q) model to estimate the spectrum

Syllabus

Module 1 : Review of Probability and Random Variables [1]

Review of probability. Relative frequency and Axiomatic definitions of probability, Significance of

axiomatic definition. Bayes theorem and conditional probability. Independence. Discrete random

variables. The cumulative distribution and density functions for random variables.  Joint distribution

and conditional distribution. Statistical averages. Mean, Variance and standard deviation, Functions

of random variables. Multivariate Gaussian density function.

Module 2 : Review of Random Processes [1]

Stochastic Processes. Stationarity and ergodicity. WSS and SSS processes. Discrete Gaussian, 
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Rayleigh and Ricean processes. 

Sums of random variables, Convergence, Markov and Chebyshev inequality, The central limit 

theorem (statement only). 

Module 3: The Autocorrelation Matrix and its Significance [2]

Statistical averages of discrete stationary stochastic processes. Mean and autocorrelation and power

spectral  density functions.  Weiner Kinchine theorem, Filtering of discrete WSS process by LTI

systems. The autocorrelation matrix and the significance of its eigen vectors. Whitening. Properties

of  autocorrelation  matrix,  its  inversion  and Levinson-Durbin  Recursion.  Wiener-Hopf equation.

Brownian motion, its mathematical model and its autocorrelation and power spectral density

Module 4 :  Signal Modeling - Deterministic and Stochastic [1]

The least square method of signal modeling. The Pade approximation. Prony's method. Stochastic 

models, AR, MA and ARMA models.

Module 5 : Spectrum Estimation [1,2]
Periodogram method of spectrum estimation. Parametric methods AR, MA and ARMA methods

Text Books
1. Monson Hayes, “Statistical Digital Signal Processing”, Wiley
2. A. Papaulis and Unnikrishna Pillai, “Probability, Random Variables and Stochastic

Processes”, McGraw Hill

Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Probability and Random Processes
1.1 The three definitions. Critique to classical definition. Probability as 

a function. The domain of probability function. Event and 
probability space

2

1.2 Conditional probability, Bayes theorem, Meaning and significance 
of prior. Random variable. Definition. Random variable as a 
function and its domain. Comparison with probability function. 

2

1.3 Examples of RV. Discrete and continuous RV. CDF and PDF of 
RV(both discrete and continuous) Examples. Relation between the 
two and properties

1

1.4 Uniform  and  Gaussian Pdf and correspoding CDF. Properties 1
Expectation, variance and standard deviation, Examples 2

1.5 Functions of random variables. 2

2 Stochastic Processes
2.1 Stochastic process, Definition. Stationarity and ergodicity 2
2.2 WSS and SSS conditions. Example problems 2

2.3 Sums of random variables, Convergence, Markov and Chebyshev 

inequality

2

2.4 Gaussian Process. Envelope of Gaussian process. Rayleigh pdf. 
Example

2
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2.5 Central limit theorem. Application in AWGN channel 1

3 Autocorrelation Matrix 
3.1 Expectation, variance, autocorrelation and power spectral density 2
3.2 Autocorrelation matrix, properties eigen values 2
3.3 Filtering of WSS, output auotocorrelation and PSD 2
3.4 Inversion of autocorrelation matrix. LD recursion 2
3.5 Whitening 1
3.6 Wiener Hopf equation, Brownian motion. Model and spectral 

density
3

4 Signal Modeling
4.1 Least squares method 2
4.2 Pade method, Prony method 3
4.3 Stochastic models 3
5 Spectrum Estimation
5.1 Periodogram 3
5.2 Parametric methods 4
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Simulation Assignments

The following simulations can be done Python/R/MATLAB/SCILAB.

Generation of Discrete Stochastic Signals

1. Simulate stochastic signals of

• Uniform

• Binomial

• Gaussian

• Rayleigh

• Ricean

probability density functions and test their histograms.

2. Compute the statistical averages such as mean, variance, standard deviation etc.

3. To compute the autocorrelation matrix for each signals. Compare the autocorrelation of
Gaussian signal with others.

4. To observe the spectrum of the signal and relate it with the autocorrelation function.

Gambler’s Trouble

• It is observed by gamblers that although the number of triples of integers from 1 to 6 with
sum 9 is the same as the number of such triples with sum 10, when three dice are rolled, a 9
seemed to come up less often than a 10.

• Simulate a die throwing experiment. One may use the randint command in Python.

• Roll three dice together N times.

• Compute the number of times the sum of outcomes is 9 and the corresponding probability.

• Repeat the experiment for the sum of outcomes equal to 10 and observe if the hypothesis is
true.

• Compute the two probabilities for N = 100; 1000; 10000; 50000; 100000 and plot the two prob-
abilities against N and appreciate.
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Central Limit Theorem

• Simulate a coin toss experiment that generates a string of length N of 0s and 1s that are
uniformly distributed.

• Toss the coin M times and sum up the string in every toss.

• Plot the normalized histogram of the sum values for M = 100, 1000, 5000.Observe that it is a
Binomial distribution.

• Plot the function q =
(
M
r

)
pr(1 − p)M−r and compare with the histogram.

• Make M very large and observe that the histogram tends to become Gaussian, justifying the
central limit theorem.

Labouchere system

• Labouchere system is a betting game in which a sequence of numbers is written and the player
bets for an amount equal to the first and last number written.

• The game may be tossing a coin.

• If the player wins, the two numbers are removed from the list and the player is free to continue.
If the list has only one number that becomes the stake amount.

• If he fails the amount at stake is appended to the list and the game continues until the list is
completely crossed out, at which point the player has got the desired money or until he runs
out of money

• Simulate this game and observe the outcomes for different sequences on the list

Levinson Durbin Recursion

1. It is required to invert large autocorrelation matrices with LD recursion.

2. Realize Gaussian and uniformly distributed random signals and compute their autocorrelation
matrices.

3. Load a speech signal in say .wav format and compute its autocorrelation matrix.

4. Create a function to perform LD recursion on the above three matrices.

Simulation of Brownian Motion

1. The task is to realize the differential/difference equation for Brownian motion in two dimen-
sions with and without gravity.

2. Observe the particle movement on the GUI and understand.

3. Compute the autocorrelation and power spectral density and appreciate.

Spectrum Estimation

1. Generate a cosinusoid of say 100Hz frequency and bury it in AWGN of comparable variance.

2. Write functions for periodogram and ARMA method to estimate the spectrum of the cosinu-
soid.

3. The student may install the Python package spectrum and repeat the estimations steps using
its modules and compare the plot of spectra with those resulted by your functions.
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Model Question Paper

A P J Abdul Kalam Technological University

Fourth Semester B Tech Degree Examination

Branch: Electronics and Communication

Course: ECT 296 Stochastic Signal Processing

Time: 3 Hrs Max. Marks: 100

PART A
Answer All Questions

1 Give the three axioms of probability (3) K2

2 You throw a coin and if head turns up you get Rs. 100 and loses
Rs. 40 if tails turns up. The probability of a head is is 0.2.
Draw the CDF and PDF of the random variable representing
gain/loss.

(3) K3

3 State central limit theorem. Give its significance. (3) K2

4 Draw the pdf of Rayleigh density function. (3) K2

5 Write and explain the differential equation for Brownian motion (3) K2

6 Give the output mean and autocorrelation of a an LTI system
that is driven by a WSS process.

(3) K2

7 Explain the term signal modeling (3) K2

8 Explain ARMA model of a signal (3) K2

9 Explain the need for power spectrum estimation (3) K2

10 List the various parametric spectrum estimation methods. (3) K2

1
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PART B
Answer one question from each module. Each question carries 14 mark.

Module I

11(A) Derive mean and variance of a Gaussian distribution with
parameters µ and σ2

(8) K3

11(B) Write down the probability density of a bivariate Gaussian
random variable. What is the signifance of the correlation
coefficient?

(6) K3

OR

12. A six faced die with P (1) = P (5) = 1
6
, P (4) = P (3) = 1

8
,

P (2) = 1
12

is thrown in a game with outcomes listed in the
table.

Face 1 2 3 4 5 6
Payoff 50 -40 60 -60 -20 100

The + and - signs indicates gain and loss for the the player
respectively.

A Draw the CDF and PDF of Payoff random variable. (6) K3

B Compute the expected value of gain/loss. Is it worthwhile
to play the game?

(6) K3

C What is the variance of Payoff? (3) K3

Module II

13(A) Test if the random process

X(t) = A cos (2πfct+ θ)

is WSS with A a random variable in the interval [−π, π].

(7) K3

13(B) If X and Y are zero mean Gaussian RVs, compute the pdf
of Z =

√
X2 + Y2

(7) K2

2
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OR

14(A) Express a Binomial random variable X as a sum of many
Bernoulli random variables. Derive the mean of X using this
connection.

(4) K3

14(B) Derive Chebyshev inequality. How is it helpful in estimating
tail probabilities?

(6) K3

14(B) List the conditions for a stochastic process to be WSS. (4) K3

Module III

15(A) State and prove three properties of autocorrelation matrix. (8) K3

15(B) Prove that the power spectrum of a real process X(t) is real. (6) K3

OR

16 Give the mathematical model and compute the autocorre-
lation of the Brownian motion

(14) K3

Module IV

17 Use Pade approximation to model the signal x whose fisrt
six values are [1, 1.6, 0.7, 0.4, 0.6, 0.25] using a second order
all pole model (p = 2 and q = 0) and a second order MA
model (p = 0 and q = 2)

(14) K3

OR

18 Use Prony method to model a unit pulse x[n] = U [n]−U [n−
N ] as a system with one pole and one zero.

(14) K3

Module V

19 Explain the periodogram method of spectrum estimation (14) K2

3
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OR

20 Explain the three nonparametric methods of spectrum esti-
mation

(14) K2

4
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