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Addressing Internal Team Challenges in
Engineering Management Organizations Through

System Dynamics Modeling

1st Dr. Khumbelo Difference Muthavhine
Department of Electrical Engineering

South Africa Government
Tshwane, South Africa

kdmuthavhine@gmail.com

Abstract—Internal team challenges are the concerns of most
engineering project managers who struggle during the project’s
progress. Most managers agreed that System Dynamics (SD)
modeling could help with internal team problems; however, most
project managers detest SD modeling because of its complexity,
particularly when they don’t have the necessary computation,
software development, IT, or engineering skills. The study ana-
lyzed internal team concerns using experimental and literature
review approaches. Literature review results from studies show
that 78.3333% to 95% of project managers find it difficult
to deal with internal team issues. Managers may utilize SD
to apply mathematical skills to internal team difficulties, as
evidenced by a range of 78.3333% to 95.3%; however, developing
an SD model lacking programming and mathematical analytics
knowledge is challenging. In response to these difficulties, the
authors developed a model SD model that may assist managers
in resolving issues on internal team obstacles.

Index Terms—Internal team challenges; SD model, Project,
Management, Engineering

I. INTRODUCTION

Internal team challenges are the typical problems that engi-
neering management organizations encounter with no practical
solutions [1]– [7]. These issues must be effectively managed,
fixed, and resolved. Problems that emerge within a project
team are referred to as internal team challenges in engineering
management. These issues arise from interpersonal conflicts
amongst team members [6]- [7]. Among these issues include
a lack of enthusiasm, a lack of accountability, a lack of
expertise, a lack of organizational direction, oversight that
throws the team out of cooperation, and inadequate or poor
communication [1]– [7].

Internal team challenges as a tendency problem for manage-
ment are thought to be fundamental to the human condition,
they are bound to occur, especially in the dynamic workplace
with hierarchical structure and complicated care issues and
problems. This article’s goal is to illustrate the possible

Identify applicable funding agency here. If none, delete this.

advantages of managing internal team difficulties under con-
structive team leadership. Resolving internal team issues has
several advantages, such as strengthening relationships inside
the team, improving personal relationships, creating multiple
solutions for each issue, and removing unfavorable effects.
Refer to Figure 1.

Many managers and literature reviews employ the conven-
tional (traditional) methods shown in Figure 2 to solve the
internal team challenges. Additionally, the purpose of this
article is to improve the traditional approaches by introducing
a novel approach to system dynamics modeling, which has
been disregarded by several managers and literature reviews
for a long time. This article gives the reasons why several
managers and literature reviews ignore system dynamics.

A. Internal Team Challenges

Internal team challenges in engineering management refer
to concerns that develop within a project team [1]- [7].
These issues arise as a result of interpersonal conflicts among
team members. These issues include poor (or insufficient)
communication, a lack of strategic direction, supervision that
leads to team misalignment, a lack of enthusiasm, a lack of
accountability, and a lack of expertise [1]- [7]. The dynamic
team-building interventions are crucial for increasing internal
communication in engineering management [24]. Eliminating
communication barriers and cultivating a healthy commu-
nication atmosphere can increase cooperation, collaboration,
and results [24]. Engineering management should incorporate
dynamic team-building interventions into their overall orga-
nizational development plan [24]. engineering managers must
strike a balance between technical expertise and interpersonal
abilities to lead different teams and guarantee that all partici-
pants work together towards agreed project goals [25].

Poor leadership and team dynamics are susceptible to
communication breakdowns, disputes, and decreased team
performance, negatively impacting project results. To solve
these problems, engineering managers should build strong
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Fig. 1. Benefits of Resolving Conflicts in Internal Team [9]

Fig. 2. Standard and Common Model of Solving Internal Team Conflict
Management [83]

leadership abilities, establish effective communication chan-
nels, and foster a healthy team culture [25]. Engineering man-
agers should foster an open and trusting culture, encouraging
team members to share ideas, concerns, and feedback [25].
According to Htet et al. [25], engineering managers must have
conflict resolution skills because disputes can develop from
different sources, such as differing ideas, conflicting objec-
tives, and cultural differences. Managing teamwork challenges

can boost productivity and morale [26]. Understanding com-
mon workplace teaming challenges and successful solutions
can help resolve arguments and problems [26].

Teamwork challenges vary by industry or area, but some
frequent ones include lack of clarity, trust concerns, personal-
ity conflicts, withholding information, lack of communication,
decreased involvement, excessive staff numbers, internal com-
petitiveness, philosophical differences, habitual confrontations,
opposing aims, working alone, lack of self-awareness, and skill
overlap [26].

Internal teams can become socio-emotionally stressful, pos-
ing obstacles that can harm mutual trust and shared mental
models [27].

To address the issues with internal teams, many managers
and literature reviews use the typical (traditional) approaches
depicted in Figure 2. This article aims to enhance conventional
methods by proposing a new technique for modeling system
dynamics, which has been neglected for a while by several
managers and literature assessments. This article explains
why system dynamics are ignored by several managers and
literature studies.

The authors of this paper recommend adopting System
Dynamics (SD) as an alternative to conventional methods
for addressing internal team challenges due to the paucity of
research on the subject. In addition, SD has several advantages
over traditional techniques such as the Critical Path method,
PERT, Kanban Board, Gantt Chart, and Timeline [16]– [19].
The writers selected system dynamics above other traditional
instruments because of the following advantages:

i. SD was first intended to resemble industrial dynamics.
Ever since, there has been noticeable progress in the
understanding, evaluation, administration, and financial
uses of SD. According to [82].

ii. Project managers ought to be able to conquer these
obstacles and make sense of complicated phenomena by
applying an SD methodology along with computerized
system models. As stated in [80].

iii. SD can be used to learn more about the elements, behav-
iors, and possible impacts of different circumstances and
policies on intricate systems. As stated in [81].

iv. The scientific education sectors should be exposed to SD
as a cross-cutting concept that has promise for solving a
wide range of societal issues. As stated in [80].

v. By breaking a system down into interconnected chains of
stocks and flows that interact with one another through
both positive and negative feedback loops, SD may be
used to examine and evaluate a system’s behavior over
time. As stated in [82].

vi. When evaluating theories regarding the origins and con-
sequences of opportunities or systemic issues, SD may
be a helpful technique. As stated in [81].

vii. Large, intricate, interconnected structures can be handled
more easily because of SD features, which also lessen
time and effort requirements, much like project manage-
ment challenges in general. As stated in [82].
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viii. SD is a method that may be applied to a variety of
disciplines and fields to aid in the understanding of
complicated phenomena and the resolution of difficult
problems. As stated in [80].

ix. SD can be utilized for evaluating various scenarios and
methods for innovation in systems or development, and it
can then provide stakeholders and decision-makers with
data and recommendations. As stated in [81].

x. With the SD technique, the dynamic interactions found
inside entire systems may be looked at and studied. As
stated by [82].

xi. The power of the SD technique lies in its capacity to
replicate the actions and output of a system without re-
quiring the system to undergo pre-analysis and evaluation.
As stated in [82].

xii. SD may be a beneficial teaching and learning tool for
cognitive functions. as recommended by [81].

xiii. Establishing an SD offers several benefits. Initially, by re-
vealing the essential framework of the system, SD has the
potential to streamline and enhance the clarity of intricate
circumstances. Second, by advancing our understanding
of the dynamics and architecture of complex systems, SD
may make it possible to create extremely successful long-
term transformation strategies. Furthermore, through the
development of planned models and decision simulators,
SD could support policy-making and education. As stated
in [82]. Despite all of SD’s advantages, little has been
attempted to use SD to resolve problems inside teams.

The causes of why many project managers are hesitant to
use SD solutions to solve management problems are discussed
in the section that follows.

B. Why Don’t Most Project Managers Use SD to Address
Internal Team Issues?

Due to SD complexity, most project managers despise SD
modeling, particularly if they lack experience in programming
mathematical analysis, engineering, or IT [28], [30], [34]. SD
modeling requires computer science, causal loop diagrams,
models, looping feedback, delays, programming mathemati-
cally, analytical decision-making, stock comprehension, han-
dling flaws, elements of control, compute models, feedback
from information theory [84], [29], [31], [35]. Please refer
to Figure 2 for a summary explanation. The authors of this
article address the internal team issues associated with SD.
Thus, the description of the problem. The problem statement
for the study is provided in the subsection that follows.

II. PROBLEM STATEMENT

Internal team issues plague engineering management com-
panies, making it challenging to find workable solutions [1]–
[7]. These problems need to be successfully handled, corrected
and remedied. In engineering management, internal team diffi-
culties are issues that arise within a project team. Interpersonal
disputes amongst team members cause these problems [6]-
[7]. These problems include a lack of passion, a lack of
responsibilities, a lack of knowledge, a lack of organizational

direction, oversight that causes misalignment in the team, and
poor (or insufficient) communication [1]- [7].

III. IMPORTANCE OF THE STUDY

After the study, the manager and community will benefit
from the following underpinned results of this research and
work: To find out if

IV. RESEARCH OBJECTIVES

The contribution of the study is as follows:

i. Understanding issues that project man-
agers have with work assigned to internal teams.

ii. Understanding if project managers are knowledge-
able about SD models, which can help with inter-
nal team problems during project management.

iii. Understanding if project managers know about the is-
sues that develop inside their teams.

iv. Understanding if managers can create and build SD mod-
els using mathematical formulas and program-
ming skills to address issues with their teams.

v. Understanding if there is an SD model that can ad-
dress issues inside a team readily available for free down-
load from the public domain (such as periodicals, lit-
tle CDs, or Google).

V. RESEARCH QUESTIONS

This study’s crux primary research question is: Do managers
use IoT devices for management functions? The following are
the secondary research questions:

i. Do project managers have issues with work as-
signed to internal teams?

ii. Are project managers knowledgeable about SD mod-
els, which can help with internal team problems dur-
ing project management?

iii. Do project managers know about the issues that de-
velop inside their teams?

iv. Can managers create and build SD models using math-
ematical formulas and programming skills to address is-
sues with their teams?

v. Is an SD model that can address issues inside a team read-
ily available for free download from the public do-
main (such as periodicals, little CDs, or Google)?

VI. LITERATURE REVIEW

There are three subsections in this section. The literature
review on internal team challenges is the first subsection. The
reason why the majority of project managers do not use SD
to address internal team difficulties is covered in the second
subsection. The benefits of employing SD are covered in the
third subsection.
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A. Internal Team Problems Literature Review

Internal team challenges in engineering management refer
to concerns that develop within a project team [1]- [7]. These
issues arise as a result of interpersonal conflicts among team
members. These issues include poor (or insufficient) commu-
nication, a lack of strategic direction, supervision that leads to
team misalignment, a lack of enthusiasm, a lack of account-
ability, and a lack of expertise [1]- [7]. Benarkuu and Katere
[24] found that dynamic team-building interventions are cru-
cial for increasing internal communication in engineering man-
agement. According to the findings of Benarkuu and Katere
[24], dynamic team-building interventions conducted in the
study organizations significantly improved internal communi-
cation. Benarkuu and Katere [24] suggest that dynamic team-
building interventions can improve internal communication in
engineering management. According to Benarkuu and Katere
[24], eliminating communication barriers and cultivating a
healthy communication atmosphere can increase cooperation,
collaboration, and results. Engineering management should
incorporate dynamic team-building interventions into their
overall organizational development plan [24].

According to Htet et al. [25], engineering management
relies heavily on excellent communication and collaboration
across team members to ensure project success. According
to Htet et al. [25], engineering managers must strike a
balance between technical expertise and interpersonal abilities
to lead different teams and guarantee that all participants
work together towards agreed project goals. According to Htet
et al. [25], poor leadership and team dynamics are susceptible
to communication breakdowns, disputes, and decreased team
performance, negatively impacting project results. To solve
these problems, engineering managers should build strong
leadership abilities, establish effective communication chan-
nels, and foster a healthy team culture [25]. Engineering man-
agers should foster an open and trusting culture, encouraging
team members to share ideas, concerns, and feedback [25].
According to Htet et al. [25], engineering managers must
have conflict resolution skills because disputes can develop
from different sources, such as differing ideas, conflicting
objectives, and cultural differences.

According to Birt [26], teamwork issues are a natural aspect
of managing staff, and competent managers understand how
to recognize and solve them. Managing teamwork challenges
can boost productivity and morale [26]. According to Birt
[26], effective teamwork can boost departmental or corporate
productivity. Understanding common workplace teaming chal-
lenges and successful solutions can help resolve arguments and
problems [26]. According to Birt [26], teamwork challenges
vary by industry or area, but some frequent ones include lack
of clarity, trust concerns, personality conflicts, withholding in-
formation, lack of communication, decreased involvement, ex-
cessive staff numbers, internal competitiveness, philosophical
differences, habitual confrontations, opposing aims, working
alone, lack of self-awareness, and skill overlap.

According to Kazemitabar et al. [27], internal teams can

become socio-emotionally stressful, posing obstacles that can
harm mutual trust and shared mental models. The study
by Kazemitabar et al. [27] aims to explore and classify
general teamwork issues in a setting to identify challenges that
inhibit the development of important teamwork mechanisms
(i.e., trust among teammates and shared conceptual models).
Kazemitabar et al. [27] identified 16 general problems that
hinder teamwork in an engineering environment. A model of
team difficulties was created to divide obstacles into macro-
level topics such as motivational, cognitive, emotional, and
behavioral challenges.

Nasution and Bazin [34] believe that a project man-
agement plan assists decision-makers in manag-
ing project progress. It was outstanding in achiev-
ing results for its clients. Many governmental endeav-
ors fail to achieve their goals [34]. The problem origi-
nates from insufficient problem mapping, political consid-
erations, misunderstanding of regulations and rules by au-
thorized entities, and insufficient monitoring to detect devia-
tions [34].

Kazemitabar et al. [27] identified the problems that pre-
vented the establishment of trust between individuals and
common mental models. Kazemitabar et al. [27] findings
provide vital insights for instructors and coaches in recog-
nizing the types of teamwork issues that may develop in
project management. The results also enlighten educators on
which problems likely contribute to trust between individuals
breakdown and weak shared psychological bonds [27].

Nasution and Bazin [34] propose leveraging SD, project
management, and decision-making to successfully solve these
difficulties. Nasution and Bazin [34] suggest that decision-
making and project management are used to develop and spec-
ify SD equations and models. Project managers use simulation
findings from SD models to handle and monitor their projects
[34].

B. Why Most Project Managers are not Using SD for Internal
Team Problems?

Many project managers were hesitant to utilize SD mod-
eling on internal team problems due to its limitations [28].
According to Manenzhe, Telukdarie, and Munsamy [29], there
were still unsolved concerns with the use of expert and pro-
gramming mathematically for SD in project management on
internal team problems. Rumeser and Emsley [28] identified
three significant challenges: altering mental models, involving
stakeholders, promoting change, and effectively explaining and
applying the notion. According to Amin et al. [30], there was
a lack of literature review approaches and knowledge of dy-
namic capabilities, which rendered it impossible to investigate
how SD talents might be exploited in management decision-
making on internal team problems.

According to Eidin et al. [80], project managers encoun-
tered difficulties with SD modeling due to eleven root causes
that were found by using Ishikawa’s fishbone approach. These
difficulties can be divided into three primary groups: men-
tal model changing, involving stakeholders and spearheading
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modifications, and convincingly articulating and putting the
model into practice. They were all associated with personnel
management [80].

According to Ghaffarzadegan, Lyneis, and Richardson [35],
modest SD models might be helpful for planning and internal
team problems. Two models were studied and used as ex-
amples by Ghaffarzadegan, Lyoneis, and Richardson [35] to
demonstrate how small SD models might be able to address
the most pressing issues facing policymakers.

Ghaffarzadegan, Lyoneis, and Richardson [35] observed that
small SD models had drawbacks. First, whether they were real
or imagined, decision-makers and buyers alike often looked
for a particular model that considered every conceivable chain
of events. Decision-makers ran the risk of losing faith if they
discovered that their anticipated variable or link was missing
from the model in such scenarios. Stakeholders usually de-
sire to have individual representations of their departments,
businesses, or communities, which lead to more division,
according to Ghaffarzadegan, Lyoneis, and Richardson [35].
It could be helpful in that situation to have a specific version
of the model and demonstrate that the final behavior was still
mostly dependent on the important connections or factors that
the policymakers had predicted for internal team problems.

According to David and Margaret [81], there may be certain
issues to be mindful of while applying system dynamics. It
may take a lot of time and resources to develop and validate
system dynamics models, and the models might not fully
account for all the pertinent information and uncertainties in
the system. Furthermore, the models may contain the mod-
eler’s prejudices and presumptions, which makes it challenging
to understand and communicate with non-experts. Moreover,
the approximations and simplifications of reality may cause
resistance or distrust from particular audiences [81].

According to Rumeser and Emsley [28], many project
managers were found unfamiliar with the importance of
SD and lacked optimism regarding the model and internal
team problems. Manenzhe, Telukdarie, and Munsamy [29]
discovered that support operations’ predicted value-adds to
company profitability were ineffective and inefficient. Manen-
zhe, Telukdarie, and Munsamy [29] found that obstacles to
SD competency were subjective and lacked rationality and
decision-making, especially in high-production settings like
internal team problems.

Shahfarzadegan, Lynneis, and Richardson [35] claimed that
if the outcomes of a simpler model were well known, then
a more complex model might be built to assess smooth
decision outcomes for internal team problems. The results of
Ghaffarzadegan, Lyneis, and Richardson [35] indicated that
because of the limitations of tiny SD models, modelers might
underestimate the importance of significant feedback loops
in reality. Good micro SD models ought to be simple to
understand and comprise all of the most fundamental loops
for internal team problems.

According to Mashaly and Fernald [82], project managers’
ignorance was the root of their troubles when it came to
SD modeling. For example, applying the system dynamics

technique could be a convenient and straightforward way to
describe causation links among numerous variables and fac-
tors. However, because of basic models that could be fixated on
pointless and irrelevant minutiae, such ease and convenience
could lead to inaccurate outcomes. According to Mashaly
and Fernald [82], to avert these cases through evaluations,
causal link assessments, and causality checks, knowledge and
experience are needed. The existence of causal linkages for
validation and calibration procedures is determined with the
aid of these tests and checks, which significantly raises the
integrated modeling process’s reliability.

According to Rumeser and Emsley [28], managers disliked
using SD for a single project. According to Amin et al. [30],
project managers might enhance the utilization of computers
by simulating the system under evaluation through computer-
ized experiments. Amin et al. [30] used computer models to
simulate complicated occurrences. Models could not substitute
real-world systems or internal team problems. Rumeser and
Emsley [28] found that managers avoid using SD due to
perceived impracticality.

Manenzhe, Telukdarie, and Munsamy [29] proposed SD as a
potential solution for opinionated project management, control
issues, and internal team problems. Manenzhe, Telukdarie, and
Munsamy [29] found that efficient SD modeling improved
comprehensive business performance.

It was suggested by Ghaffarzadegan, Lyoneis, and Richard-
son [35] that smaller models with fewer feedback loops would
be simpler to build than bigger ones. Ghaffarzadegan, Lyoneis,
and Richardson [35] had shown that compact SD models
could only arise following a detailed examination of a larger
model, allowing for the discovery and isolation of only the
most prevalent feedback loops. Ghaffarzadegan, Lyoneis, and
Richardson [35] demonstrated that after a larger model was
constructed and the modeler identified the common loops, the
project manager could create a smaller version to submit to
policymakers of the internal team challenges. Furthermore, it
had been shown by Ghaffarzadegan, Lyoneis, and Richardson
[35] that the development of small SD models shouldn’t
obstruct modeling, or ”operational reasoning”.

Project managers had difficulties with SD modeling, accord-
ing to Mashaly and Fernald [82], because validation could be
crucial in solving problems related to internal team obstacles
that could be solved by mathematical modeling in general and
SD modeling in particular. Unfortunately, validation of SD
models may be far more challenging than validation of a black
box model (Mashaly and Fernald [82]). The internal model
frame verification process may be extremely conceptually and
technically complex, which was the rationale behind it.

Rumeser and Emsley [28] found that project managers often
lacked trust in the SD model, accountability regarding past
assumptions, and internal team problems. Models aimed to
simplify and abstract issue situations to a specific level of the
internal team problems.

According to Amin et al. [30], a model’s running step
should resemble reality. If that was not the case, the problem
should be identified and resolved. Models should be examined
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based on their usability and appropriateness for the project
challenge, rather than their ability to accurately represent
reality. Manenzhe, Telukdarie, and Munsamy [29] discovered
that optimizing maintenance plans to internal team problems
efforts was a typical difficulty in project management.

Mashaly and Fernald [82] came to the conclusion that the
internal model frame might present philosophical challenges
due to its possible close relationship and direct connection
to the central philosophical issue of determining the validity
of scientific arguments. In addition, the challenge may be
technically complex if established validations—like tests of
a statistical hypothesis—do not exist to ascertain whether the
model frame was, in fact, near the problem frame [82].

According to Ghaffarzadegan, Lyoneis, and Richardson
[35], SD could promote thoughtful conversations on causality
and how variables impact behavior. Modelers should clearly
express the causal link between the variables [35]. According
to Ghaffarzadegan, Lyneis, and Richardson [35], accurate def-
initions of causal links and clarification of significant capacity
limits are essential components of a sound modeling technique.
Even though all causal interactions might not be included in
tiny models, variables should nonetheless be operational at a
high level [35]. GHaffarzadegan, Lyneis, and Richardson [35]
found that small SD models could nevertheless greatly enhance
planning despite these drawbacks of internal team problems.

Manenzhe, Telukdarie, and Munsamy [29] indicated that
managers might not embrace SD models depending on the
engineering equipment used. According to Crookes et al. [32],
project management disliked SD due to the impracticality
of examining all possible aspects and their relationships in
internal team problems. According to Amin et al. [30], project
managers had misgivings about SD. To capture the foundations
of a problem situation, researchers should focus on the most
significant components and depict them clearly, as it was hard
to explore all possible factors and their potential internal team
interconnections.

According to Mashaly and Fernald [82], project managers
encountered difficulties with SD modeling because, while
subsystem integration may play a significant role in internal
team modeling, most published studies only address and use
two or three subsystems. Models of effectively integrated
team management systems, according to Mashaly and Fernald
[82], require careful consideration to design and cover several
subsystems that may be essential for updating and refining
the integrated modeling process as a whole. Some of the
important modern challenges, such as team security, conflict,
and retention, could be taken into account in the internal team
resources modeling process to be incorporated evolutionary
and holistically [82].

According to Manenzhe, Telukdarie, and Munsamy [29], re-
searchers and practitioners had challenges when modeling SD
due to continuing evolution. Most importantly, SD offered a
temporary solution to complex project management challenges
[29].

Small SD models helped decision-makers understand the
conditions and causes of choice resistance, create immersive

learning environments, overcome overconfidence, and promote
the expansion of common knowledge across stakeholders [35].
As stated by Ghaffarzadegan, Lyneis, and Richardson [35], the
SD profession ought to support policymakers in incorporating
small SD models into their decision-making process on the
internal team challenges.

Project managers had difficulties with SD modeling, accord-
ing to Mashaly and Fernald [82], as a result of combining
necessity: According to Mashaly and Fernald [82], the SD
modeling approach was unable to fully characterize, analyze,
and comprehend team behavior in several internal team diffi-
culties.

Harms et al. [31], reported that there were still unresolved
issues with expert and computational programming of SD
in project management. Bugalia, Maemura, and Ozawa [33]
identified three major challenges regarding the internal team:
changing the psychological framework, driving change, involv-
ing stakeholders, and effectively communicating and applying
the strategy.

C. Advantages of Using SD

Mashaly and Fernald [82] asserted that Forrester utilized
SD to simulate industrial dynamics for the first time in 1958.
Since then, there has been a discernible improvement in the
application of SD for planning, analysis, management, and
comprehension. According to Eidin et al. [80], project leaders
should be able to conquer these difficulties and make sense
of complicated phenomena by applying an SD methodology
along with automated system models. According to David
and Margaret [81], SD may be used to learn more about the
makeup, behavior, and possible impacts of different circum-
stances and policies on intricate systems.

According to Eidin et al. [80], SD is a cross-cutting concept
that ought to be incorporated into the disciplines of scientific
education as an encouraging means to deal with a range
of societal issues. Mashaly and Fernald [82] suggested that
employing SD to dissect a system into interconnected chains of
stocks and flows that communicate with one another via both
beneficial and detrimental feedback chains could be a helpful
method for examining and evaluating a system’s behaviors
over time. The results of David and Margaret [81] indicate
that the use of SD may be beneficial for evaluating theories
on the origins and consequences of opportunities or systemic
issues. Mashaly and Federald [82] assert that SD features made
handling big, complicated, interconnected structures easier
by saving time and effort—much like project management
challenges in general.

Eidin et al. [80] state that SD is a strategy that may be
applied in a variety of sectors and disciplines to help with
difficult problems and comprehend complicated phenomena.
According to David and Margaret [81], SD can be used to
assess different scenarios and approaches for system inno-
vation or development and to disseminate the results and
recommendations to decision-makers and interested parties.
Mashaly and Federald [82] assert that the SD technique can
be used to study and analyze the dynamic relationships that
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take place inside systems as a whole. Mashaly and Federald
[82] claim that the biggest benefit of the SD technique is its
capacity to replicate a system’s behavior and performance even
in the absence of a prior evaluation and testing need.

According to David and Margaret [81], SD may be a
useful tool for enhancing cognitive functions and transmitting
knowledge. According to Mashaly and Federald [82], creating
an SD has several benefits. Initially, by revealing the essential
framework of the system, SD has the potential to streamline
and enhance the clarity of intricate circumstances. Second, by
advancing our understanding of the dynamics and architecture
of complex systems, SD may make it possible to create
extremely successful long-term transformation strategies. Fur-
thermore, through the creation of well-established models and
decision simulators, SD could support policy establishment
and learning.

VII. RESEARCH METHODOLOGY OF INTERNAL TEAM
CHALLENGES

There were three main parts to the research methodology.
The three crucial elements of the research strategy, are as
follows:

i. Putting together a literature review. When assembling a
literature review, keep the following points in mind:

a. Investigate problems about internal team obstacles.
b. Examine the rationale for project managers’ typical

lack of usage of SD modeling to resolve issues with
internal teams.

c. Put the finished literature review in the section des-
ignated by the literature review for this study.

ii. Utilizing five project management journal institutions to
compare the literature review. Researchers examined sixty
articles’ worth of content from all of the publications to
find out more
about the evaluation of internal team challenges. Finding
the main reasons behind project managers’ hesitation
about using SD modeling to address problems with
project internal team challenges was also essential. The
author has gotten a total of 300 papers from five project
management journal institutes (60 papers/journal multi-
plied by 5 journals). It is important to highlight that
the 300 papers that were utilized to verify, validate,
and corroborate the problem statement (internal team
challenges) and literature review of the study were left
out of the portion devoted to literature reviews. The five
periodicals listed below were utilized:

a. IGI Global journal. For information about the IGI
Global journal, refer to [47].

b. Project Management Research and Practice. For
more information about the Project Management
Research and Practice, refer to [48].

c. South African Journal of Business Management. For
more information about the South African Journal of
Business Management, refer to [49]

d. American Journal of Industrial and Business Man-
agement. For more information about the American

Journal of Industrial and Business Management, re-
fer to [50]

e. Association for Project Management. For more in-
formation about the Association for Project Manage-
ment journal, refer to [51].

iii. To validate and verify the study, the problem statement
(internal team challenges) and literature review are the ba-
sis. Through the use of the Vensim software, the research
offered a novel SD model. This new SD model has never
been used to address the internal team challenges.

iv. testing and assessing the new SD model’s output.
v. In the section titled ”Results and Analysis,” tabulate the

findings.

VIII. MATERIALS AND METHODS USED IN INTERNAL
TEAM CHALLENGES

The study made use of the following procedures and mate-
rials:

A. Study Design

The internal team difficulties that arise during project
management provided the framework for the creation of this
investigation. The subsequent research inquiries, which stem
from issues faced by the team internally, also have an impact
on the research design. This study’s primary focus is on how
SD can be used to address problems with internal team obsta-
cles during the project management process. The secondary
research questions are as follows:

i. Do project managers have issues with work assigned to
internal teams?

ii. Are project managers knowledgeable about SD models,
which can help with internal team problems during
project management?

iii. Do project managers know about the issues that develop
inside their teams?

iv. Can managers create and build SD models using math-
ematical formulas and programming skills to address
issues with their teams?

v. Is an SD model that can address issues inside a team read-
ily available for free download from the public domain
(such as periodicals, little CDs, or Google)?

The authors conducted a descriptive phenomenology study
using a literature review approach focused on internal team is-
sues, utilizing open journals following the previously described
study methodology.

B. Study Setting

The authors of the study collected sixty submissions (arti-
cles) to discuss internal team concerns from each of the five
different journal institutions that were selected. Therefore, a
total of 300 articles (5 multiplied by 60) were obtained for
this investigation. The list of the five journal institutions is as
follows:

i. IGI Global journal. For information about the IGI Global
journal, refer to [47].
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ii. Project Management Research and Practice. For details
regarding the Project Management Research and Practice,
refer to [48].

iii. South African Journal of Business Management. For
information on the South African Journal of Business
Management, refer to [49]

iv. American Journal of Industrial and Business Manage-
ment. For details regarding the American Journal of
Industrial and Business Management, refer to [50]

v. Association for Project Management. For more infor-
mation about the Association for Project Management
journal, refer to [51].

Regarding internal team challenges. These five journal insti-
tutions cover a variety of management-related topics, includ-
ing system dynamics in management, engineering difficulties,
project planning, business management challenges, and engi-
neering management.

C. Sampling and Participant Recruitment

After study questions regarding internal team problems were
submitted, the author was able to compile 300 papers and
do research on each study question that was included in
these publications. The 300 publications that were collected
from the five journal institutions mentioned before produced
insightful findings. The author’s and articles’ outputs about
internal team challenges were constructed using an intentional
criteria methodology for sampling in a joint study review about
internal team challenges for each journal institution.

The journals were chosen with a variety of themes about
issues faced by internal teams in mind. The author collected
the data for this study by reading and analyzing 300 period-
icals about internal team struggles. These 300 articles also
address civil engineering management, leadership teams in
businesses, management at hospitals, municipal governance,
government agency management, managerial concerns, and
industrial project management.

254 of the 300 articles provided thoughtful answers to the
following question: Do project managers have issues with
work assigned to internal teams? Refer to Table I and Figure
3. 254 problems with internal team obstacles in project man-
agement were discovered by the author. The aforementioned
findings were included in all 254 publications from the five
journal organizations listed above. Refer to Table I and Figure
3.

Out of 300 articles, 254 provided thoughtful answers to the
following query: Are project managers knowledgeable about
SD models, which can help with internal team problems during
project management? Refer to Table II and Figure 4. Although
project managers are aware of SD modeling, the author col-
lected 278 publications that demonstrate that they do not apply
it to internal team difficulties during project management.
These conclusions were present in all 254 publications from
the five journal organizations listed above. Refer to Table II
and Figure 4.

Of the 300 articles, 243 offered a helpful response to the
question: Do project managers know about the issues that

develop inside their teams? Refer to Table III and Figure 5.
The author found 243 articles that implied project managers
are conscious of the problems posed by internal team issues
during projects. These results were found in all 243 papers
from the five journal organizations mentioned above. Refer to
Table III and Figure 5.

Out of 300 publications, 243 papers addressed the follow-
ing question satisfactorily: Can managers create and build
SD models using mathematical formulas and programming
skills to address issues with their teams? Refer to Table
IV and Figure 6. The author discovered 243 articles with
internal team issues that demonstrated managers’ inability
to design and develop SD using mathematical computations
and programming. This results from the requirement for the
programming and mathematical expertise required to produce
SD simulations. These findings were included in each of the
243 papers that came from the five journal institutions listed
above. Refer to Table IV and Figure 6.

Not a single one of the 300 publications adequately ad-
dressed the following question or offered a solution: Is an SD
model that can address issues inside a team readily available
for free download from the public domain (such as periodicals,
little CDs, or Google)? Refer to Table V and Figure 7. The
author discovered that there was not an SD model that could
be downloaded and utilized to solve problems with internal
team obstacles. These findings were included in each of the
300 papers that came from the five journal institutions listed
above. Refer to Table V and Figure 7.

D. Data Collection

The 300-article study project came to an end when the
degree of data redundancy regarding internal team challenges
was reached, that was when no newly obtained or important
information was added to later research. All of the data on
problems with internal team challenges has been logged, and
the study was complete.

E. Data analysis

The following data analysis of internal team issues that arise
during project management will be conducted based on the
answers to literature review research questions obtained from
five journal institutions.

i. The author will conduct a statistical analysis to see if
project managers struggle with assigning work to internal
teams.

ii. The author will conduct a statistical analysis to assess
project managers’ knowledge of SD models, which can
aid in resolving internal team issues during project man-
agement.

iii. The author will conduct a statistical analysis to assess
project managers’ awareness of team difficulties.

iv. The author will assess project managers’ ability to design
SD models utilizing mathematical formulas and program-
ming skills to address team difficulties.

v. The author will do a statistical analysis to determine
the number of SD models available for free download
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from public domain sources (e.g., periodicals, CDs, or
the internet) to address team difficulties.

TABLE I
RESULTS: DO PROJECT MANAGERS HAVE ISSUES WITH WORK ASSIGNED

TO INTERNAL TEAMS?

Journal’s Institution The Num-
ber of Ar-
ticles

Percentage of
The Number
of Arti-
cles Respond-
ing

1 Arti-
cle Out of 60
as an Example

IGI Global journal
(IGIGJ)

50 50/60 =
83.3333%

There is a yes an-
swer to the ques-
tion. Ref to
[71]

Project Management
Research and Practice
(PMRP)

49 49/60 =
81.6666%

There is a yes an-
swer to the ques-
tion. Ref to
[72]

South African Journal
of Business Manage-
ment (SAJBM)

51 51/60 =
85%

There is a yes an-
swer to the ques-
tion. Ref to
[73]

American Journal
of Industrial and
Business Management
(AJIBM)

57 57/60 =
95%

There is a yes an-
swer to the ques-
tion. Ref to
[74]

Association for
Project Management
(APM)

47 47/60 =
78.3333%

There is a yes an-
swer to the ques-
tion. Ref to
[75]

Fig. 3. Results: Do project managers have issues with work assigned to
internal teams?

Fig. 4. Results: Are project managers conversant with SD models, which can
resolve conflicts between teams?

TABLE II
RESULTS: ARE PROJECT MANAGERS CONVERSANT WITH SD MODELS,

WHICH CAN RESOLVE CONFLICTS BETWEEN TEAMS?

Journal’s Institution The Num-
ber of Ar-
ticles

Percentage of
The Number
of Arti-
cles Respond-
ing

1 Arti-
cle Out of 60
as an Example

IGI Global journal
(IGIGJ)

49 49/60 =
81.6666%

There is a yes an-
swer to the ques-
tion. Ref to
[76]

Project Management
Research and Practice
(PMRP)

50 50/60 =
83.3333%

There is a yes an-
swer to the ques-
tion. Ref to
[72]

South African Journal
of Business Manage-
ment (ASJBM)

51 51/60 =
85%

There is a yes an-
swer to the ques-
tion. Ref to
[77]

American Journal
of Industrial and
Business Management
(AJIBM)

47 47/60 =
78.3333%

There is a yes an-
swer to the ques-
tion. Ref to
[78]

Association for
Project Management
(APM)

57 57/60 =
95%

There is a yes an-
swer to the ques-
tion. Ref to
[79]

TABLE III
RESULTS: DO PROJECT MANAGERS KNOW ABOUT THE ISSUES THAT DE-

VELOP INSIDE THEIR TEAMS?

Journal’s Institution The Num-
ber of Ar-
ticles

Percentage of
The Number
of Arti-
cles Respond-
ing

1 Arti-
cle Out of 60
as an Example

IGI Global journal
(IGIGJ)

48 48/60 =
80%

There is a yes an-
swer to the ques-
tion. Ref to
[71]

Project Management
Research and Practice
(PMRP)

49 49/60 =
81.6666%

There is a yes an-
swer to the ques-
tion. Ref to
[72]

South African Journal
of Business Manage-
ment (SAJBM)

47 47/60 =
78.3333%

There is a yes an-
swer to the ques-
tion. Ref to
[73]

American Journal
of Industrial and
Business Management
(AJIBM)

50 50/60 =
83.3333%

There is a yes an-
swer to the ques-
tion. Ref to
[74]

Association for
Project Management
(APM)

49 49/60 =
81.6666%

There is a yes an-
swer to the ques-
tion. Ref to
[75]
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TABLE IV
RESULTS:

CAN MANAGERS PROGRAMMING SD MODELS USING MATHEMATICS
TO SOLVE ISSUES WITH THEIR TEAMS?

Journal’s In-
stitution

The
Number
of Arti-
cles

Percentage
of The
Number
of Arti-
cles Re-
sponding

1 Article Out of 60
as an Example

IGI Global
journal
(IGIGJ)

49 49/60 =
81.6666%

Yes. indeed.
Due to the lack of pro-
gramming, de-
sign, and arith-
metic knowl-
edge, project man-
agers are reluctant to ap-
ply SD improperly.
Examine [76].
In addition, see Ap-
pendix A for addi-
tional details.

Project
Management
Research
and Practice
(PMRP)

47 47/60 =
78.3333%

Yes. indeed.
Due to the lack of pro-
gramming, de-
sign, and arith-
metic knowl-
edge, project man-
agers are reluctant to ap-
ply SD improperly.
Examine [72].
In addition, see Ap-
pendix A for addi-
tional details.

South
African
Journal of
Business
Management
(SAJBM)

50 50/60 =
83.3333%

Yes. indeed.
Due to the lack of pro-
gramming, de-
sign, and arith-
metic knowl-
edge, project man-
agers are reluctant to ap-
ply SD improperly.
Examine [77].
In addition, see Ap-
pendix A for addi-
tional details.

American
Journal of
Industrial
and Business
Management
(AJIBM)

49 49/60 =
81.6666%

Yes. indeed.
Due to the lack of pro-
gramming, de-
sign, and arith-
metic knowl-
edge, project man-
agers are reluctant to ap-
ply SD improperly.
Examine [78].
In addition, see Ap-
pendix A for addi-
tional details.

Association
for Project
Management
(APM)

48 48/60 =
80%

Yes. indeed.
Due to the lack of pro-
gramming, de-
sign, and arith-
metic knowl-
edge, project man-
agers are reluctant to ap-
ply SD improperly.
Examine [79].
In addition, see Ap-
pendix A for addi-
tional details.

Fig. 5. Results: Do project managers know about the issues that develop in-
side their teams?

Fig. 6. Results: Can managers programming SD models using mathematics
to solve issues with their teams?

Fig. 7. Results: Is there an SD model to address issues inside a team readily
available for free download?

IX. RESULTS AND DISCUSSION

Research in data analysis, experimentation, and literature
review analysis served as the method’s foundation. Moreover,
theoretical conclusions drawn from the literature review were
contrasted with the outcomes of the experiments. A reference
to Table VI is made. Following analysis of the study questions,
the author was able to gather 300 papers, using them to
investigate subjects connected to internal team challenges for
each research question. From 300 papers gathered from the
five journal organizations previously stated, practical solu-
tions were discovered. Using a deliberate criterion sampling
technique, the author’s and articles’ outputs were produced
through the joint research review procedure inside each journal
institution.

The journals have been chosen to address various kinds of
engineering project management internal team concerns. The
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TABLE V
RESULTS: IS THERE AN SD MODEL TO ADDRESS ISSUES INSIDE A TEAM

READILY AVAILABLE FOR FREE DOWNLOAD?

Journal’s Insti-
tution

The
Number
of Arti-
cles

Percentage
of The
Number
of Arti-
cles Re-
sponding

1 Arti-
cle Out of 60
as an Example

IGI Global jour-
nal (IGIGJ)

0 0/60 = 0% Not even one
SD model
should be down-
loaded from this pub-
lica-
tion and used im-
mediately.

Project
Management
Research and
Practice (PMRP)

0 47/60 =
78.3333%

Not even one
SD model
should be down-
loaded from this pub-
lica-
tion and used im-
mediately.

South African
Journal of
Business
Management
(SAJBM)

0 50/60 =
83.3333%

Not even one
SD model
should be down-
loaded from this pub-
lica-
tion and used im-
mediately.

American Journal
of Industrial
and Business
Management
(AJIBM)

0 49/60 =
81.6666%

Not even one
SD model
should be down-
loaded from this pub-
lica-
tion and used im-
mediately.

Association
for Project
Management
(APM)

0 48/60 =
80%

Not even one
SD model
should be down-
loaded from this pub-
lica-
tion and used im-
mediately.

author investigated and analyzed 300 articles before obtaining
the data for the current research. These 300 articles discuss a
variety of themes, including development in the disciplines of
engineering, hospitals, towns, leadership teams in businesses,
office administration concerns, departmental management, and
commercial project management.

A. Literature Review Research with Data Analytic Questions

This study’s crux primary research questions are:

i. Do project managers have issues with work assigned to
internal teams? The question has a yes response. Internal
team difficulties are challenging to project managers, as
reported by 78.3333% to 95% of respondents. Refer to
Table I and Figure 3.

ii. Are project managers knowledgeable about SD models,
which can help with internal team problems during
project management? There is a yes response to the query.
It was validated by 78.3333% to 95.3% that SD can

TABLE VI
COMPARING THE EXPERIMENTAL FINDINGS OF THE STUDY WITH THE

LITERATURE REVIEW

Theoretical Perspec-
tives from the Liter-
ature Review

Outcomes of the Ex-
periments Run for
This Research

Figure 1 and Fig-
ure 2 were found to
be available as the
traditional method to
solve internal team
challenges for refer-
ence to support claims
[8] [82], hence no SD
was utilized to address
the issue.

The authors were mo-
tivated to tackle the
problem with SD.

Due to SD modeling’s
complexity, most
project managers
dislike it, especially
those who have
never worked in
IT, information
theory, control
elements, engineering,
programming,
feedback loops,
or mathematical
skills [28], [30],
[34]. Additionally,
mathematical
principles
programming, stock
analyzing, fault
dealing, prediction
models, inputs
from cognitive
science, causal loop
schematics, models,
and latencies are
all required for SD
modeling [29], [31],
[35], [84]. Refer to
Figures 8 and 9 for a
summary explanation.

In the present
article, authors have
established the SD
model to handle the
difficulties of internal
team challenges. In
the beginning, the
authors constructed
the first SD model
with algebraic
formulas and units,
subsequently followed
by conducting
simulations using the
Vensim application as
illustrated in Figure
8 and Figure 9,
respectively.
The end product
of the simulation
demonstrated that all
formulas and units
allocated to the model
are interacting with
other components
as intended.
Furthermore, the
results claimed that
the flows and control
components depend
on each other to
function.

address issues with internal team challenges. Refer to
Table II and Figure 4.

iii. Do project managers know about the issues that develop
inside their teams? There is a yes response to the query.
Confirmation of the awareness of the issues faced by in-
ternal teams ranged from 78.3333% to 83.3333%. Please
consult Figure 5 and Table III.

iv. Can managers create and build SD models using math-
ematical formulas and programming skills to address
issues with their teams? Yes, It is. The 78.3333% to
83.3333% results showed that managers could use SD
to programmatically handle mathematically-based inter-
nal team difficulties while maintaining ethical conduct.
Please refer to Table IV and Figure 6. Project managers
are afraid to implement SD incorrectly because they lack
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the necessary programming, design, and math skills.
v. Is an SD model that can address issues inside a team read-

ily available for free download from the public domain
(such as periodicals, little CDs, or Google)? Not a ready-
to-use SD model is available from these five publications
for download. Please refer to Figure 7 and Table V.

B. Experimental Findings Using the Suggested SD Model

The SD model was created by the authors of this study to
address internal team issues. The initial SD model was created
by the authors using algebraic equations and components, and
it was then simulated using the Vensim program, as shown in
Figures 8 and 9, respectively.

The simulation’s outcomes demonstrated that every equation
and unit included in the model is interacting with every other
unit as it should. The outcomes also showed that the control
components and flows are interdependent. The following rea-
sons support the aforementioned statement:

i. Figure 10 shows that there was a dependency of
Individual (or team) and Tasks/Month (or sketch
representation taken from internal team challenges) when
comparing NonConflicted Team and work flow as
SD models.

ii. Figure 11 and Equation 1 show that the
changes in improvements recognition rate
depend on Unnoted Improvements and
conflicts detection time.

improvements recognition rate =

Unnoted Improvements /conflicts detection time
(1)

Units: Tasks/Month
iii. Equation 2 and Figure 12 indicate that

improvements recognition rate and work flow
are dependent on changes in Tasks Ignored.

Tasks Ignored = INTEG(improvements

recognition rate −
work flow, first task explanation)

(2)

Units: Tasks
iv. Figure 13 and Equation 3 show that

the changes in Finished Tasks rely on
improvements recognition rate and work flow.

Finished Tasks = INTEG(work flow −
improvements recognition rate, 0)

(3)

Units: Tasks
v. Figure 14 and Equation 4 show that the changes

in Unnoted Improvements rely on work flow,
competency, and improvements recognition rate.

Unnoted Improvements = INTEG(work flow ∗
(1 − competency) −

improvements recognition rate, 0)
(4)

Units: Tasks
v. Equation 5 also provides dependencies on other variables.

NonConflicted Team = INTEG( briefing completions

− dismissals ∗
ZIDZ(NonConflicted Team, total workforce), 0)

(5)

Units: Individual

Fig. 8. Project Managers Designed the SD Model before it was Ran

Fig. 9. An SD Model Designed with Project Managers in Consideration As
it was Running

Most project managers hate SD modeling because of its
complexity, especially if they don’t have any background
in programming, literature review analysis, or information
technology. SD modeling requires the use of mathematical
programming, engineering, logical decision-making, causal
loop diagrams, statistical models, feedback loops, delays,
control elements, stock understanding, defect handling, and
computing models. It also requires feedback on data theory.
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Fig. 10. Comparing Work Flow and NonConflicted Teams

Fig. 11. Causes of Improvements Recognition Rate

Fig. 12. Causes of Tasks Ignored

Fig. 13. Causes of Finished Tasks

The SD model was put forth by the paper’s author as a tool
to help managers with project management.

Based on the results of the experiment, the authors devel-

Fig. 14. Causes of Unnoticed Improvements

oped an SD model that project managers can use to address
problems with scheduling and monitoring. The SD model
illustrated how flows and control systems might be modified
following the number of individuals and projects in need of
scheduling and oversight. When it comes to resolving planning
and transportation-related problems, project managers who are
not proficient in programming or mathematics might find the
newly suggested SD model useful.

X. CONCLUSION, FUTURE WORK AND LIMITATION OF
THE STUDY

The majority of project managers hate SD modeling because
of its complexity, especially if they don’t have any background
in coding, engineering, mathematical computation, IT, logic-
based decision-making, software engineering, causal loop dia-
grams, computational models, information feedback principle,
flow using, control elements, programming languages, or de-
lays. The authors put forth the SD model as a tool to help
managers with internal team challenges.

The study used literature review and experimental method-
ologies to look into internal team issues. The results of the
literature review research show that between 78.3333% to
95% of respondents thought that managing an internal team
was challenging for project managers. 78.3333% to 95.3%
of respondents confirmed that SD can handle problems with
the internal team. A range of 78.3333% to 83.3333% showed
that managers might use SD to use mathematics to address
internal team problems while continuing to act responsibly,
however, it is impossible to develop an SD model without
programming and mathematical analytics expertise. These
five publications do not offer a plug-and-play SD model for
download. Through experimental study, the authors built and
coded a novel SD model that might help managers resolve
internal team challenges.

A. Future Work

The authors propose to use the SD model in a future study
to address planning, monitoring, scope, and cost-estimating
difficulties.

B. Limitation of the Study

The readers of this article should note that while the study
offered a new SD model to address issues with internal teams,
it does not address issues with scope, cost estimation, or
cohesiveness, among other project management issues. The
various SD models are required for different problems.
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Abstract—Our research addresses early identification of cardiac
irregularities is vital to improving patient outcomes and reducing
long-term cardiovascular risk. This paper presents a lightweight
Convolutional Neural Network (CNN) framework that leverages
both time-domain ECG features and Mel-Frequency Cepstral Co-
efficients (MFCCs) derived from heart sound signals. The system
achieves efficient binary classification of heartbeats (normal vs
abnormal) and demonstrates strong potential for integration into
real-time diagnostic tools. The proposed hybrid architecture is
trained and evaluated on clinically diverse datasets and maintains
accuracy with fewer than 100,000 parameters, enabling deploy-
ment in portable systems.The hybrid model integrates features
from both ECG and PCG data, where ECG provides electrical
signal patterns and MFCCs extracted from PCG represent
acoustic characteristics. This combination takes advantage of
ECG’s timing accuracy and the frequency-based information
from heart sounds to improve classification performance and
ensure reliability across various clinical settings.

Index Terms—ECG, MFCC, Phonocardiogram, CNN, Heartbeat
Classification, Signal Processing, Deep Learning

I. INTRODUCTION

Cardiovascular diseases (CVDs) are the leading cause of death
globally, necessitating the development of early and accessible
diagnostic systems. Heartbeat abnormalities are a kind of
cardio- vascular condition. If these disorders are not detected
in their early stages, it is possible for blood to congeal within
the blood arteries, which can lead to heart failure, as well as
other potentially deadly diseases. Therefore, using different
signal processing methods to analyze and classify heart sound
signals is an effective way to find cardiac problems [3]-
[4]. Conventional auscultation relies on a physician’s auditory
skills to interpret heart sounds; however, this subjective ap-
proach can miss subtle abnormalities, particularly in noisy or
resource-limited environments.[1]

Recent advances in signal processing and machine learn-
ing have enabled the transformation of raw biosig-
nals—such as electrocardiograms (ECGs) and phonocardio-
grams (PCGs)—into discriminative features suitable for auto-
mated analysis[1]. This work introduces a CNN-based system
that integrates both ECG morphology and MFCC represen-
tations of PCG signals for accurate and real-time heartbeat
classification.[2]

II. DATA COLLECTION AND PREPROCESSING

The dataset used in this study contains synchronized ECG and
heart sound recordings acquired from both clinical and field

conditions. Each recording includes annotations indicating
cardiac events like S1(The first heart sound is generated when
the mitral and tricuspid valves close. This sound signifies the
start of the systolic phase, during which the heart muscles
contract to push blood out. Compared to the second heart
sound, S1 tends to have a lower pitch and a longer duration),
S2 (The second heart sound arises from the closure of the
aortic and pulmonary valves. It marks the end of systole and
the onset of diastole, the phase when the heart relaxes and
chambers refill with blood. S2 is generally shorter in length
and has a higher frequency than S1)[3], systole, and diastole.

ECG signals were filtered using a 4th-order zero-phase But-
terworth band-pass filter (20–400 Hz) to suppress baseline
wander and high-frequency noise. Heart sound signals were
windowed using 25 ms Hamming windows with a 10 ms stride
to prepare for MFCC extraction.

Recordings were segmented into overlapping frames (25ms
window, 10ms hop). For each frame: 1) Compute a short-time
Fourier transform with nfft = 512. 2) Apply a triangular filter
bank of 26 mel bands. 3) Derive 13 MFCCs via discrete cosine
transform. The resulting sequence of MFCC vectors (size 13
× T ) forms the input to our CNN. No additional filtering or
augmentation was applied

Fig. 1. Top: Denoised ECG waveform. Middle: MFCC representation
of heart sound. Bottom: Time-domain envelope of PCG signal. Each
layer contributes distinct diagnostic features.
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III. MODEL ARCHITECTURE

The proposed convolutional neural network (CNN) is specif-
ically constructed to classify heart sound signals using
Mel-Frequency Cepstral Coefficients (MFCCs) derived from
phonocardiogram (PCG) recordings. The input to the model
is a feature matrix with dimensions 13×128×1, representing
13 MFCC bands across 128 temporal frames.

The network initiates with a 2D convolutional layer consisting
of 32 filters, each of size 3× 3. This layer captures localized
patterns from the input and produces an output tensor of shape
(11, 126, 32). A batch normalization layer is immediately
applied to standardize activations, thereby improving learning
stability and convergence rate.

Subsequently, a 2×2 max pooling layer is used to downsample
the feature map, reducing its spatial resolution to (5, 63, 32).
A second convolutional layer with 64 filters further processes
the data, yielding an output of shape (3, 61, 64). Another batch
normalization layer is added to regularize and support the
learning process.

A second 2 × 2 max pooling operation is then performed,
compressing the feature map to (1, 30, 64). This compact
representation is flattened into a one-dimensional vector of
size 1920, which serves as input to the fully connected layers.

The dense layer comprises 128 neurons activated by the ReLU
function. To prevent overfitting, a dropout layer with a dropout
rate of 0.5 is employed, randomly deactivating 50% of the
neurons during training.

The output layer is a dense layer with 4 neurons, each
representing a distinct heartbeat class. During inference, the
softmax activation function is applied to interpret these outputs
as class probabilities.

The total number of trainable parameters is maintained below
100,000, ensuring the model’s suitability for deployment on
low-resource devices such as mobile platforms or embedded
medical systems. This architecture effectively balances com-
putational efficiency and diagnostic accuracy by extracting
discriminative features from acoustic cardiac signals.

Fig. 2. CNN architecture for heartbeat classification. Compact yet
expressive, it processes MFCC maps and ECG-derived matrices with
minimal computational load.

IV. MFCC FEATURE EXTRACTION

MFCCs are derived by applying short-time Fourier transform
(STFT) followed by Mel filter bank integration and discrete
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cosine transformation. These coefficients mimic human audi-
tory perception, focusing on frequency ranges most relevant
to cardiac acoustics. Each PCG signal is converted into a 2D
feature matrix of size 13×T , where 13 MFCCs are extracted
per frame.

Fig. 3. MFCC spectrogram of a heart sound segment. Peaks in the
lower bands often correspond to key cardiac cycles such as systole
and diastole.

V. EVALUATION AND RESULTS

The model was trained using the Adam optimizer with a
learning rate of 1 × 10−4 for 20 epochs. Early stopping was
employed to prevent overfitting. Evaluation was conducted on
a separate test set using accuracy, precision, recall, F1-score,
and a confusion matrix.

Fig. 4. Confusion matrix on test data showing high true positive
and true negative rates. Misclassifications are primarily minor-type
abnormalities.

TABLE I: Classification Report of the Proposed CNN Model

Class Precision Recall F1-score Support
0 0.76 0.85 0.80 48
1 0.74 0.74 0.74 78
2 0.71 0.57 0.63 30

Accuracy 0.74
Macro Avg 0.73 0.71 0.72 78

Weighted Avg 0.74 0.74 0.74 78

The model achieved 74.3% accuracy, 56.6% sensitivity, 85.4%

specificity, and an AUC of 71. Its compact nature (under 100K
parameters) allows for real-time inference even on low-power
edge devices. The source code for the heartbeat classification
project is publicly available at:

https://github.com/Swati-cod/heartbeatclassification.git

VI. CONCLUSION

This study proposes a hybrid CNN framework that integrates
ECG waveform data and MFCC-derived heart sound features
to perform heartbeat classification with high accuracy. The
model’s low complexity and reliable performance make it
suitable for deployment in mobile diagnostic platforms. Future
directions include expanding to multi-class murmur recogni-
tion, integration with mobile hardware, and interpretability
improvements using attention mechanisms.
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Abstract—This paper critically examines prevailing claims
regarding Artificial General Intelligence, particularly concerning
Large Language Models (LLMs). It highlights how correlations
observed within latent embeddings, while indicative of learned
representations, are often misinterpreted as evidence of human-
like understanding. By exploring human cognitive biases in
pattern recognition, this work advocates for a refined modeling
feedback mechanism in AI evaluation, emphasizing rigorous in-
terpretation of model outputs to avoid unsubstantiated assertions
of intelligence.

Index Terms—LLMs, XAI, CNN, MCI, artificial general intel-
ligence, embeddings

I. INTRODUCTION

Artificial Intelligence (AI) has undergone rapid advance-
ments in recent years, driven largely by breakthroughs in deep
learning architectures, large-scale datasets, and computational
capabilities [1]. Modern AI models, especially those based
on transformer architectures, exhibit remarkable proficiency in
tasks ranging from natural language understanding to image
generation. However, despite their empirical success, questions
persist about the extent and nature of the “understanding”
embodied in these models.

Traditionally, AI model evaluation has relied heavily on
benchmark performance. While this has facilitated rapid
progress, it has also encouraged an optimization culture that
prioritizes dataset-specific gains over deeper interpretability
[2]. As a result, much of the discourse has centered around
latent pattern recognition—the ability of models to capture sta-
tistical regularities from data—rather than examining whether
such patterns correspond to meaningful conceptual under-
standing.

The gap between statistical correlation and semantic com-
prehension is at the heart of ongoing debates about AI’s cogni-
tive capabilities. Philosophical perspectives, such as Searle’s
“Chinese Room” argument, question whether symbolic ma-
nipulation without grounded meaning can be equated with
true understanding [3]. This has implications not only for
academic discourse but also for the responsible deployment
of AI systems in sensitive domains.

Recent research in explainable AI (XAI) has aimed to
bridge this gap by making latent representations more inter-
pretable [4]. However, existing methods often focus on post-
hoc explanations that do not necessarily reveal the mechanisms

underlying a model’s reasoning. This leaves open the possibil-
ity that explanations are merely surface-level rationalizations,
disconnected from actual decision processes.

Beyond interpretability, there is a growing interest in reinter-
preting AI capabilities through the lens of emergent reasoning
and abstraction. In this view, high-performing AI models may
demonstrate proto-reasoning behaviors, not because they are
explicitly programmed to reason, but because the optimiza-
tion process incidentally produces representations that support
reasoning-like outputs [5].

This paper positions itself within this emerging discourse,
proposing that evaluating AI models solely through latent
pattern analysis is insufficient. Instead, it advocates for an
expanded framework that incorporates structural, functional,
and behavioral dimensions of capability assessment.

A central motivation for this research is the increasing real-
world integration of AI in decision-making systems, from
healthcare diagnostics to legal risk assessment. In such con-
texts, latent pattern detection may not guarantee reliability
or fairness, especially in edge cases where statistical patterns
deviate from operational realities [6].

Furthermore, the opacity of modern deep learning models
poses challenges for regulatory compliance and ethical gover-
nance. As policymakers begin to mandate explainability and
accountability in AI systems, the limitations of latent pattern-
centric evaluation frameworks become increasingly apparent
[7].

The proposed framework in this study integrates insights
from cognitive science, systems theory, and computational
modeling. By synthesizing these perspectives, it aims to pro-
vide a more nuanced understanding of AI model capabilities
that transcends narrow statistical metrics.

To support this exploration, the paper will present case anal-
yses of AI models operating in varied contexts, evaluating their
performance not just in terms of accuracy but in robustness,
adaptability, and interpretive coherence. These case studies
will illustrate the practical implications of moving beyond
latent pattern recognition as the sole evaluative criterion.

Figure 1 provides a high-level conceptual diagram of the
proposed framework, illustrating the shift from a latent-
pattern-focused view of AI evaluation to a multidimensional
capability perspective.
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II. LITERATURE REVIEW AND THEORETICAL
BACKGROUND

The discourse on AI model capabilities has evolved along-
side the progression of machine learning paradigms. Early
AI systems, such as expert systems in the 1980s, were built
upon explicit symbolic representations, emphasizing human-
interpretable rules [8]. In contrast, modern deep learning
approaches rely on high-dimensional latent spaces, learned au-
tomatically from data, to capture statistical regularities without
explicit symbolic grounding.

Latent pattern recognition, the dominant paradigm in current
AI research, is grounded in statistical learning theory [9].
Models such as convolutional neural networks (CNNs) and
transformers have demonstrated exceptional performance in
image recognition, natural language processing, and multi-
modal tasks by leveraging hierarchical representations of data.
However, their interpretability remains limited, often leading
to the characterization of these models as “black boxes.”

Latent Pattern Recognition
(Statistical Regularities)

Multidimensional Capability
(Structural, Functional, Behavioral)

Implications for Evaluation, Governance, and Deployment

Fig. 1. Conceptual shift from latent pattern recognition to multidimensional
AI capability assessment.

Explainable AI (XAI) emerged as a response to this opacity.
Research in this domain has produced methods ranging from
saliency maps and attention visualization to model distillation
and rule extraction [10]. While these techniques offer post-hoc
explanations, they often fail to capture the causal mechanisms
underlying a model’s decisions, leaving unresolved the ques-
tion of whether AI truly “understands” the content it processes.

From a cognitive science perspective, understanding is
linked not only to pattern recognition but also to the capacity
for abstraction, generalization, and reasoning across contexts
[11]. This has led to interest in neuro-symbolic AI approaches
that integrate deep learning with symbolic reasoning systems
[12], aiming to combine the perceptual strengths of statistical
models with the explicit reasoning capabilities of symbolic
logic.

Systems theory provides another lens for interpreting AI
capabilities. From this viewpoint, AI models are not isolated
entities but components within larger socio-technical systems.
Their performance and “capabilities” are emergent properties

shaped by the interaction between algorithms, data environ-
ments, human operators, and institutional frameworks [13].

In the realm of evaluation frameworks, researchers have pro-
posed moving beyond accuracy-focused metrics toward multi-
dimensional performance assessments that include robustness,
fairness, adaptability, and transparency [14]. Such frameworks
aim to capture aspects of AI capability that latent pattern
analysis alone cannot address.

The philosophy of mind also offers critical insights, particu-
larly in distinguishing between functional and phenomenologi-
cal accounts of intelligence. Functionalist perspectives suggest
that if an AI system behaves indistinguishably from a human
in certain tasks, it can be said to “understand” in a functional
sense [15]. However, critics argue that functional equivalence
does not imply genuine comprehension, as highlighted in de-
bates around the Turing Test and the Chinese Room argument.

The concept of emergent reasoning has gained traction
in recent years, especially in the context of large language
models (LLMs). Studies suggest that certain reasoning abilities
appear unexpectedly when models reach a specific scale, a
phenomenon referred to as “emergent properties” [16]. This
raises questions about the relationship between scale, archi-
tecture, and capability.

Ethical considerations intersect with theoretical debates, as
the deployment of AI systems in high-stakes environments
demands not only effective performance but also interpretabil-
ity, accountability, and fairness [17]. Ethical AI frameworks
increasingly call for integrating human oversight into system
design and evaluation.

In synthesizing these diverse perspectives, this study adopts
an integrative theoretical framework that bridges statistical
learning, cognitive science, systems theory, and ethical AI.
The goal is to move beyond a narrow focus on latent pat-
terns toward a richer conceptualization of AI capabilities that
captures structural, functional, and behavioral dimensions.

Figure 2 illustrates the theoretical influences underpinning
this research, mapping the intersections between machine
learning paradigms, cognitive theories, systems perspectives,
and ethical frameworks.

III. METHODOLOGY

This study adopts a mixed-methods research design, com-
bining quantitative performance evaluation with qualitative
interpretive analysis. Representative AI models from vision-
based CNNs, transformer-based natural language models, and
hybrid neuro-symbolic systems were selected to reflect diver-
sity in architecture and application domains.

Standardized benchmark datasets, including ImageNet,
GLUE, and CLEVR, were used to establish baseline perfor-
mance metrics [18]. Robustness testing involved adversarial
perturbations, altered data distributions, and out-of-distribution
evaluations [19]. Post-hoc XAI techniques such as SHAP
values, attention heatmaps, and counterfactual explanations
were applied for interpretability analysis [20].

Expert panels of AI researchers, cognitive scientists, and
ethicists reviewed anonymized model outputs to assess plau-
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Statistical
Learning Theory

Cognitive
Science

Ethical
AI Frameworks

Integrated Multidimensional
Capability Framework

Systems
Theory

Fig. 2. Theoretical domains informing the proposed AI capability framework.

sibility, coherence, and risks. A Multidimensional Capability
Index (MCI) aggregated accuracy, robustness, interpretability,
and ethical compliance scores, with weights determined via
a Delphi consensus process [21]. Socio-technical mapping
examined human-in-the-loop and regulatory constraints [13].

IV. FINDINGS AND ANALYSIS

Empirical evaluation revealed architecture-dependent capa-
bility profiles. CNNs excelled in visual recognition, trans-
formers led in language benchmarks, and neuro-symbolic
systems performed well in reasoning tasks. Robustness testing
highlighted vulnerabilities to adversarial perturbations, and
interpretability assessments emphasized contextually coherent
explanations from neuro-symbolic systems [22], [23], [24].

MCI integration indicated transformers scored highest over-
all but showed lower ethical compliance. Positive correlations
were observed between robustness and interpretability, while
baseline accuracy did not correlate with ethical compliance,
highlighting gaps in traditional evaluation metrics [2], [6],
[25].

V. DISCUSSION AND POLICY IMPLICATIONS

Latent-pattern-centric evaluation fails to capture full op-
erational capabilities. Trade-offs between accuracy and in-
terpretability are critical in high-stakes domains. Robustness
and interpretability reinforce one another, and socio-technical
factors, including human oversight, must inform policy frame-
works [26], [13], [24].

Regulatory adoption of multidimensional frameworks like
MCI could ensure societal alignment, continuous monitoring,
and ethical compliance, promoting public trust [7], [27], [28].

Expand Metrics Beyond Accuracy

Incorporate Socio-Technical Factors

Embed Ethical Compliance in Design

Adopt International Evaluation Standards

Implement Continuous Monitoring

Enhance Public Trust and Transparency

Fig. 3. Conceptual policy roadmap for multidimensional AI capability
evaluation.

Capability Dimension Score

Model Type

CNN

Transformer

Neuro-Symbolic

AccuracyRobustness
Interpretability

Fig. 4. Comparative capability scores for CNN, Transformer, and Neuro-
Symbolic models across accuracy, robustness, and interpretability dimensions.
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VI. CONCLUSION AND FUTURE WORK

Evaluating AI solely via latent pattern recognition is insuf-
ficient. The proposed MCI framework integrates robustness,
interpretability, and ethics with accuracy, enabling holistic
capability assessment. Future work includes expanding model
coverage, real-time monitoring, and cross-disciplinary integra-
tion to promote safer, more responsible AI deployment.
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Abstract— For online shops that offer memberships, keeping 
customers around is a big challenge. we’re rolling out this new 
thing called CECP, it’s like a smart system that uses XGBoost to 
guess who’s gonna leave and SHAP and DiCE to make sense of 
why, all in a way that’s easy to CECP uses a mix of thinking about 
what could have happened and figuring out what really works to 
make up personalized ways to keep customers, unlike old-school 
methods that just spot the ones who might leave. the framework 
spots folks who might be swayed by perks like loyalty rewards 
or better plans, and it figures out how much these incentives 
actually change their behavior using a T-Learner method while 
DiCE makes realistic ”what-if” scenarios that fit business needs, 
SHAP gives us clear info on how each feature affects the outcome. 
The CECP thing, tested on a huge pile of real-life member data, 
cut down on people leaving by 23% with those fake campaigns, 
and nailed it with 89% accuracy and 93% AUC. This method 
helps keep customers coming back to online shops by making it 
easier to predict what they want and figuring out why they stay 
loyal, all while saving money. 

Keywords — Explainable AI, SHAP, XGBoost, Uplift Mod- 
elling, E-Commerce Memberships, DiCE, Retention Strategy, 
Customer Churn Prediction, Counterfactual Analysis, and 
Causal Inference. 

I. INTRODUCTION 

Keeping customers is crucial in today’s fiercely competitive 

e-commerce environment, particularly for websites that 

rely on memberships or subscriptions for revenue. By 

providing members with exclusive discounts, first access to 

merchandise, and customized services, membership programs 

aim to establish enduring partnerships. However, the long- 

term sustainability and financial success of these programs 

are seriously threatened by customer churn, which occurs 

when members cancel or fail to renew their subscriptions. 

Research indicates that acquiring a new client can be up to 

five times more expensive than retaining an existing one [1], 

highlighting the significance of effective churn management 

techniques. 

 

Most traditional methods for predicting churn focus on 

finding customers who are likely to leave [1], [2], [12], 

[16]. Most of the time, these methods use machine learning 

models  like  logistic  regression,  decision  trees,  random 

. 

forests, and gradient boosting that have been trained on past 

demographic and behavioral data. Purchase frequency, order 

value, browsing history, and loyalty engagement are common 

features. These models are good at predicting churn risk, but 

they mostly just tell you who might leave and don’t give you 

any useful information on how to stop it. 

 

Increasingly, businesses go past churning predictions and 

want actual retention strategies for high-risk customers. 

For example, marketers might want to know if a particular 

discount or free trial extension will keep a customer. 

Traditional architecture does not take into consideration the 

actions or interventions at stake. Therefore, broad-brush 

retention campaigns that waste resources and yield little 

return are instead applied. 

 

To overcome these restrictions, one is, therefore, seeing the 

increasing incorporation of causal inference and counterfactual 

analysis into churn prediction schemes. By estimating a 

customer’s churning probability under alternative hypothetical 

scenarios, counterfactual analysis permits businesses to shift 

away from passive risk scoring into planning interventions. A 

framework is being introduced in this study for counterfactual 

churn prediction for e- commerce memberships, using uplift 

modelling. The uplift model assumes the differential effect 

of targeted intervention (e.g., loyalty rewards, discounts) with 

respect to the outcomes of a treated group versus an untreated 

group so as to measure retention strategies accurately. 

 

Our method takes the two-model (T-Learner) approach with 

two separate models creating churn probabilities of customers 

who receive an intervention and of customers who do not, 

both with gradient boosting classifiers. Our framework is 

evaluated on a large-scale dataset from a leading e-commerce 

platform, recording over 500,000 memberships with rich 

behavior data. The results show that it beats traditional 

models with higher uplift scores, which in turn drastically 

reduce predicted churn rates. 

 

The framework allows for extra interpretability through 

estimating the treatment effects at the individual level, 
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which can then be targeted toward personalized marketing; 

hence, resource allocation becomes more efficient, and better 

decisions are made toward customer lifetime value. 

 

II. LITERATURE SURVEY 

Predicting customer churn has been an important focus in 

marketing analytics and customer relationship management 

for many years. Early methods mainly used statistical 

techniques like logistic regression and survival analysis, 

which aimed to model the chance of a customer leaving a 

company over time. While these methods provided valuable 

insights, their reliance on linear assumptions and limited 

ability to capture complex behaviors made them less effective 

in today’s e-commerce world, which involves large and 

complex data. 

 

With the rise of machine learning, many classification 

models have been tested to improve churn prediction. 

Models like decision trees, random forests, gradient boosting 

machines, and support vector machines became popular 

because they can handle non-linear relationships and feature 

interactions. Neural networks and deep learning have also 

been used to find deeper patterns from customer transactions, 

browsing data, and other engagement metrics. These models 

often perform better than traditional statistical methods. 

However, they mostly focus on predicting who will churn, 

not on understanding how to influence customers to stay. 

 

In reality, businesses want not only to predict churn but 

also to find ways to reduce it. This has led to more interest 

in causal inference methods, which focus on cause-and-effect 

relationships rather than just correlations. Causal inference 

helps estimate what might happen to an individual under 

different treatments or actions, known as counterfactual 

outcomes. This is key for creating targeted marketing 

strategies aimed at customers likely to respond to specific 

interventions. 

 

Uplift modelling, sometimes referred to as incremental 

or true lift modelling, is a widely used method in this 

field. Uplift models calculate how much a treatment (such 

as a marketing campaign) alters that chance for everyone, 

as opposed to just forecasting the likelihood of churn. 

This makes campaigns more cost-effective by assisting 

marketers in concentrating on clients who are most likely 

to react favourably. Today’s uplift models are based on 

the fundamental concept of differential response modelling, 

which was first presented by Hansotia and Rukstales in 2002 

[11]. 

 

Uplift models can be constructed in a variety of ways. 

The two-model method (T-Learner) computes the difference 

in results after training distinct models for the treated and 

untreated groups. Treatment is added as a feature in a single 

model using the single-model approach (S- Learner). More 

sophisticated techniques, such as causal forests and the X- 

Learner, are better able to manage issues like inconsistent 

data and different treatment effects, yielding more precise 

individual estimates. 

 

Rubin’s causal model and potential outcomes theory are 

two recent frameworks that have advanced counterfactual 

reasoning. In order to capture complex customer behaviour, 

methods like generative adversarial networks (GANs) and 

Bayesian methods are also being investigated. For instance, 

Johansson et al. (2016) created Counterfactual Regression 

(CFR) [3], [14], which can be modified for churn and 

marketing and estimates the effects of individual treatments 

using representation learning. 

 

In e-commerce, churn prediction has mostly focused on 

classification models using features like purchase frequency, 

basket size, discount sensitivity, browsing habits, and customer 

service interactions. However, few studies have applied causal 

inference or counterfactual analysis specifically to e-commerce 

memberships. Most research targets subscription services like 

telecom or streaming, where customer behavior differs from 

e-commerce memberships. 

 

Additionally, uplift modelling has seen limited use in 

e-commerce despite its potential to improve marketing 

efficiency and customer retention. This gap presents an 

opportunity to incorporate counterfactual methods into 

e-commerce churn models, helping businesses create more 

targeted and cost-effective retention campaigns. 

 

To our knowledge, this study is among the first to 

combine counterfactual reasoning and uplift modelling 

for churn prediction in e-commerce membership programs. 

By estimating treatment effects at the individual level, our 

approach offers practical insights beyond traditional churn 

risk scores, aiding better decisions in targeted interventions. 

In summary, while there has been progress in both churn 

prediction and causal inference, combining these approaches 

in e-commerce memberships is still rare. Our work fills this 

gap by proposing a comprehensive framework that blends 

predictive and causal models, making a new contribution to 

customer analytics. 

 

III. METHODOLOGY 

The proposed Counterfactual E-Commerce Churn Predic- 

tion (CECP) framework is a unified system designed not 

only to predict customer churn but also to explain 

individual churn predictions and suggest practical, data- 

driven actions to reduce churn risk. The framework has four 

main parts: data preprocessing, churn prediction using XG 

Boost, model explainability with SHAP, and actionable 

counterfactual recommendations using the DiCE library. 

These parts work together to enable scalable, understandable, 

and business- relevant churn management. 
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A. Data Preprocessing 

The first step in the CECP pipeline is preparing the in- 

put data for modelling. We used a proprietary dataset with 

over 500,000 historical membership records from a real e- 

commerce platform. Each record includes various data points 

like demographic info (age, region), transactional details (aver- 

age order value, purchase frequency), and engagement behav- 

ior (loyalty point redemptions, coupon use, free trial usage). 

To make the data ready for the model, it was cleaned and 

transformed. Categorical features (like region, plan type) were 

one-hot encoded to turn them into numbers, while continuous 

variables were standardized using z-score normalization with 

Standard Scaler. Missing values were filled in using the 

average for numerical features and the most common value 

for categorical ones. The dataset was then split into three 

parts: 70% for training, 15% for validation, and 15% for 

testing, keeping the class distribution balanced to handle churn 

imbalance properly. 

 

Fig. 1. Flowchart represents the transformation from raw data to 
preprocessed data in the CECP pipeline. 

 

TABLE I 

DATA PREPROCESSING AND FEATURE ENGINEERING SUMMARY 
 

 

Feature 

Type 

 

Example 

Features 

 

Preprocessing 

Applied 

 

Notes 

 
Demographic 

 
Age, Region 

 
One-Hot 
Encoding, 
Normalization 

 
Missing 
values filled 
with 
mean/mode 

 
Transactional 

 
Avg. Order 
Value, Purchase 
Frequency 

 
Z-score Scaling 

 
High impact 
on churn 
signal 

 
Engagement 

 
Loyalty Points, 
Coupons Used 

 
One-Hot 
Encoding 

 
Used in 
SHAP and 
DiCE 
modules 

 

Subscription 

 

Plan Type, Tenure 

 

One-Hot 
Encoding 

 

Strong  
correlation 
with churn 

 
Target 
Variable 

 
Churned / Not 
Churned 

 
Binary Encoding 

 
Used for 
XGBoost 
classification 

B. Churn Prediction Using XG Boost 

The main predictive engine of CECP uses the XG Boost 

algorithm [4], a gradient-boosted tree ensemble known for 

its strength and accuracy with structured data. The model 

was trained to classify customers as ”churned” or ”retained” 

based on their past behaviour. To improve performance, hy- 

perparameter tuning was done using grid search over several 

settings. The best parameters found were: learning rate = 0.05, 

maxdepth = 6, nestimators = 200, and scaleposweight = 3 

to deal with class imbalance. The model trained with binary 

logistic loss and was evaluated using accuracy, precision, 

recall, and AUC. The final model provides a churn probability 

score for each customer. 

 
TABLE II 

XGBOOST CLASSIFIER MODEL PERFORMANCE METRICS 
 

Metric Value 

Accuracy 89% 

Precision 83% 

Recall 78% 

F1 Score 80.4% 

AUC (ROC) 93% 

Best Hyperparameters Learning Rate = 
0.05, Max Depth = 6, 
Estimators = 200 

 

 

 

C. Explainability using SHAP 

Shapley Additive Explanations (SHAP) were incorporated 

into the framework to improve transparency and aid business 

teams in comprehending the model’s output. SHAP [5], 

[10] provides both general and specific explanations by 

calculating the contribution of each feature to a prediction. 

A global SHAP revealed that subscription plan downgrades, 

low loyalty point usage, and fewer purchases were the main 

causes of customer attrition for all customers. For instance, 

because of a significant decline in engagement over the 

previous three months, a customer with a churn score of 

0.83 was identified as high risk. Campaign decisions were 

guided, and these individual factors were visualized with 

the aid of SHAP waterfall plots. In Addition, segmentation 

analysis becomes feasible is by showing attribute importance 

across customer groups. Such insights enable the detection 

of behavioral thresholds, like critical purchase frequency 

levels, beyond which churn risk markedly increases, and 

support targeted retention efforts. This kind of transparency 

also engenders trust among marketing teams and facilitates 

data-driven decision-making. 
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Fig. 2. SHAP plot showing key features and their impact on churn prediction, 
with color indicating feature value. 

 

 

D. DiCE for Counterfactual Generation 

The final module generates ”what-if” scenarios for high-risk 

clients using the DiCE (Diverse Counterfactual Explanations) 

library [6], [7], [9]. According to these counterfactuals, 

their anticipated churn risk could be decreased by making 

minor, practical adjustments to customer characteristics. For 

instance, providing a loyalty bonus or upgrading to a more 

customised plan could lower a customer’s churn chance from 

0.78 to 0.22. DiCE makes sure these recommendations are 

practical and meet company needs. With the help of these 

insights, customer retention teams can offer tailored deals, 

increase return on investment, and lower attrition. 

 

Whereas DiCE treats a multi-objective optimization problem 

to ensure feasibility and closeness so as to deliver a range 

of feasible counterfactuals [6], [9], it does so by adhering 

to user-specified constraints for privacy purposes, such as 

feature immutability, so it can comply with the privacy norm 

[7]. DiCE, when used along with SHAP, shows how to stop 

customers from churning and why they might churn [5]. For 

instance, if SHAP shows ”Loyalty Points Used,” DiCE can 

propose the smallest positive change required to keep the 

customer. Data-driven, transparent, and actionable retention 

policies beyond prediction toward real-time decision support 

are thus enabled by this combined use of methods. 

E. Using T-Learner for Uplift Modelling 

To measure the success of tailored retention initiatives, 

the CECP framework uses uplift modelling with a T-Learner 

methodology. This entails training two distinct XGBoost clas- 

sifiers: one for the treatment group, which consists of clients 

who were given an incentive or offer, and another for the 

control group, which consists of clients who were not. The 

churn probability for each group is estimated by each model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Workflow of the proposed CECP framework integrating data pre- 
processing, XGBoost-based churn prediction, SHAP explainability, and DiCE 
counterfactual generation for personalized retention strategies. 

 

 

 

Two churn probabilities are obtained during inference by 

running a customer’s data through both models: P treat and 

P control. The estimated benefit of applying a treatment is 

represented by the difference Uplift = P control - P treat. The 

priority of intervention is given to customers with high positive 

uplift. This strategy ensures that interventions are given to 

people who are most likely to benefit from treatment, not 

just those who are likely to churn [11]. The T-Learner-based 

uplift module greatly enhances resource allocation and lowers 

the cost of retention campaigns by identifying ”persuadable” 

customers. 
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IV. RESULTS AND DISCUSSION 

A real-world dataset comprising more than 500,000 mem- 

bership records from an operational e-commerce platform was 

used to test the suggested Counterfactual E-Commerce Churn 

Prediction (CECP) framework. The tests were designed to 

evaluate both the practical business value of counterfactual 

intervention and prediction accuracy. 

A. Quantitative Evaluation 

The predictive model, built with XG Boost, showed str=Ong 

performance on standard classification metrics. As seen in 

Figure 4, the model reached an accuracy of 0.89, showing it 

can reliably predict customer churn. Precision (0.83) and recall 

(0.78) scores indicate a good balance between false positives 

and false negatives, helping to reduce unnecessary retention 

efforts while targeting high-risk customers. The Area Under 

the Receiver Operating Characteristic Curve (AUC) was 0.93, 

showing excellent ability to distinguish churners from non- 

churners across different thresholds. 

B. Real-Time Counterfactual Application 

To mimic real-time use, we ran the framework on weekly 

batches of member data. Members with a churn probability of 

over 0.60 were marked at-risk. For each high-risk case, SHAP 

was used to identify key factors driving churn, followed by 

counterfactual analysis using DiCE. For example, a customer 

initially scoring 0.78 in churn risk saw their predicted risk drop 

to 0.22 after a simulated intervention like a targeted discount 

or loyalty reward. 

C. Business Impact Simulation 

To test business value, we ran a simulated retention cam- 

paign using counterfactual suggestions [8], [13]. Compared to 

a control group, the group that received interventions saw a 

23% reduction in churn. This shows that CECP is not just 

predictive but also practical, helping e- commerce platforms 

create personalized and cost-effective retention strategies. 

 

 
Fig. 4. Comparison of baseline vs. CECP model showing improved accuracy, 
precision, recall, AUC, and churn reduction. 

D. Visualization 

This figure shows the framework’s performance across 

key metrics. The bar chart highlights its strength in AUC 

and accuracy while also showing the clear business benefit 

through reduced churn. Each feature’s impact on the model’s 

churn prediction output is graphically depicted in the SHAP 

summary plot [5]. Coloured by feature value (such as high or 

low usage of loyalty points), each dot represents a customer 

instance and illustrates the impact’s magnitude and direction. 

Key drivers include features like Delivery Frequency, Sub- 

scription Plan Type, and Loyalty Points Used. By showing 

which attributes raise or lower the likelihood of churn, this 

visualization aids in the interpretation of the model’s internal 

operations. By promoting transparency, business teams are 

better equipped to comprehend and respond to explanations 

of predictions at the individual level. 

 

 
Fig. 5. Performance metrics of the proposed CECP model showing high 
accuracy (0.89), precision (0.83), recall (0.78), AUC (0.93), and churn 

reduction (0.23). 
 

 

V. CONCLUSION 

This study offers a thorough and understandable framework 

for forecasting customer attrition in e-commerce member- 

ship platforms using counterfactual modelling. By combining 

XGBoost [4] for the predictive churn component, SHAP for 

feature-level interpretability, and DiCE [6] for creating action- 

oriented counterfactual scenarios, the framework aims to in- 

crease interpretability and predictive accuracy. In an experi- 

mental evidentiary run using a world dataset, the robustness 

of the framework was demonstrated by a 23% decrease in 

customer churn through simulated interventions, an accuracy 

rating of 89%, and an AUC of 0.93. Thus, in addition to 

improving the predictive ability of conventional churn models, 

this work transforms passive predictions into active customer- 

specific retention planning. E-commerce membership-based 

businesses can clearly benefit from the suggested strategy 

by increasing long-term customer value, increasing marketing 

effectiveness, and reducing churn. 
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Abstract—In the absence of reliable GPS or GNSS navigation
systems, commercial drones fail to complete their tasks success-
fully. This paper proposes an autonomous navigation system that
does not rely on GPS, GNSS or external markers. It instead
utilizes custom navigation algorithms in place of traditional
positioning systems. The navigation system employs a stereo
depth camera, LiDAR, and an optical flow sensor. To process
environmental data more efficiently, the system employs a ’tunnel
vision’ approach, which narrows the field of view to reduce
computational load. This is complemented by a sliding window al-
gorithm for processing the area in a linear manner, systematically
searching for landable/landing zones. These algorithms can be
effectively applied in GPS-denied environments, such as disaster-
stricken areas, to facilitate rapid assessment and mapping of
affected zones.

Index Terms—autonomous navigation, sliding window, tunnel
vision, UAV.

I. INTRODUCTION

With the increasing demand for intelligent and self-reliant
aerial systems, autonomous navigation has become a critical
area of research and development. Unmanned aerial vehicles
(UAVs) are being utilized in a wide array of applications, from
environmental monitoring and disaster response to planetary
exploration, where human intervention is either limited or
impossible. For such missions, the ability of a UAV to perceive
its surroundings, make decisions, and adapt its movements
autonomously is essential. This paper presents a tunnel-vision-
based navigation strategy designed to reduce computational
load and flight time by narrowing the scope of environmental
scanning. To understand how such systems operate, it is impor-
tant to first explore the foundational elements of autonomous
flight: navigation, guidance, and control.

In the context of autonomous vehicles, navigation refers to
the continuous determination of the vehicle’s velocity, exact
location, and direction while flying using information from
onboard sensors processed through estimation algorithms such
as Kalman filters. By ensuring precise knowledge of the
current state, the navigation subsystem provides critical input
to the guidance and control systems.

In autonomous vehicles, guidance acts as the go-between
for navigation and control by making immediate decisions
on the best way to move. It focuses on path planning and
helps to decide how, where and when to move. Its principle
objective is to determine the optimal path or trajectory that
the vehicle should move to complete its mission by using
predefined traversal algorithms.

Control, on the other hand, is concerned with executing the
planned path by manipulating actuators. It directs the vehicle’s
physical action to follow the guidance commands. Together,
navigation, guidance, and control form the three fundamental
components crucial for any autonomous navigation system.
Navigation estimates the current state of the vehicle, guidance
computes the optimal path to reach the destination, and control
makes sure the vehicle precisely stays on its intended route.
Their seamless integration is crucial for enabling drones and
other autonomous systems to operate safely, reliably, and
efficiently in dynamic or GPS-denied environments.

II. LITERATURE REVIEW

Drones, also called UAVs, are used in many fields. These
include delivery, farming, rescue, and inspection [8]. To work
without human help, drones need smart systems. Researchers
are working to make drones more capable and autonomous
by integrating artificial intelligence [8]. Deep learning and
computer vision helps us to achieve this [8]. A popular model
used in drone vision is YOLO ( You Only Look Once). It
detects multiple objects in real time with good speed and
accuracy [8]. The onboarded cameras are used to capture
images and videos which are then processed by trained models
to decide the next movement of the drone. This is called
vision-based navigation [8].

Before testing in real life, the models are trained in a 3D
virtual world. This is called transfer learning [8]. It helps in
reducing risks during testing. Some studies focus on using
drones to explore Mars caves. These caves might hold clues
about life [9]. A special algorithm helps the drone choose the
next place to visit. The method employs a grid-based map.
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Each cell shows if the area is safe or contains any risks. The
drone explores each cell, which further opens up unexplored
areas. This is called frontier-based exploration [9]. To save
power, the drone also uses global repositioning. It goes back to
partially seen areas that may lead to more unexplored paths [9].

NASA’s Ingenuity helicopter proved that flight on Mars is
possible, even with its thin atmosphere and low gravity [10].
It helped rovers plan safer paths. But it had limited autonomy.
Future Mars drones must be more independent. There is a
long signal delay between Earth and Mars. So, drones must
decide and act on their own [7], [10]. They also need their own
obstacle detection since GPS is not available on Mars [10].

ESA’s AERIAL project is designing a Mars drone. It is built
for low air density and cold conditions [11]. Traditional blades
do not work well on Mars. So, engineers use flat plate blades
for better lift. The drone also uses coaxial rotors. A thermal
system helps handle cold and heat stress. Special designs are
tested in Mars-like environments [11]. Communication with
Mars faces big challenges. Signals get weaker with distance
and bad weather. During storms, signals may drop a lot. So,
drones must work even if connection is lost [7].

A basic drone system includes a frame, motors, ESCs, flight
controller, and sensors. All parts must work together for stable
flight. It should cover navigation, guidance and control [3].
Some tutorials explain how to make small autonomous drones.
These use Raspberry Pi and Python code [4]. The drone uses
data from sensors and camera which is subjected for path
planning using algorithms and guidance [4], [6].

In summary, modern drones use AI, vision, and smart
planning to explore unknown places. These technologies help
make them more capable and independent, even on other
planets [1], [2], [5].

III. PROBLEM STATEMENT

Despite significant advancements in unmanned aerial vehi-
cles (UAVs), most commercial and semi-autonomous drones
continue to rely heavily on satellite-based navigation systems
such as GPS or GNSS, or on pre-defined waypoint missions
for flight control. In environments where satellite signals are
unavailable or unreliable such as urban canyons, subterranean
tunnels, disaster zones, or combat areas this dependency
renders drones largely ineffective, posing serious limitations
to mission reliability and safety.

Existing semi-autonomous systems often require manual
intervention or external localization aids, falling short of
the autonomy required for deployment in dynamic and un-
structured environments. Moreover, traditional navigation al-
gorithms, which are typically designed around GPS inputs,
struggle with real-time localization, adaptive path planning,
and obstacle avoidance when operated independently of satel-
lite signals. These limitations are further compounded by the
computational and energy constraints of lightweight aerial
platforms.

As a result, the operational range and flexibility of UAVs
are significantly restricted, particularly in time-critical mis-
sions such as search and rescue, reconnaissance, and disaster

response. To overcome these challenges, there is a pressing
need for a robust, GPS-independent navigation system that
enables true autonomy through onboard perception and real-
time decision-making, even in complex and constrained envi-
ronments.

IV. METHODOLOGY

This project proposes an alternative to typical autonomous
navigation algorithms, instead focusing on identifying safe
landing spots with ease. The proposed system utilizes a
downward-facing Intel RealSense D435 stereo depth cam-
era for terrain mapping, complemented by a forward-facing
Lightware SF20 LiDAR for real-time obstacle avoidance. In
addition to this, there is an optical flow sensor being used to
ensure stable flight in GPS-denied environments. The stereo
depth camera captures terrain data, which is processed using a
machine learning model in order to identify whether a specific
spot is safe or not. The fixation of spots for processing is
achieved using a tunnel vision approach, optimized through
a sliding window algorithm that systematically analyzes seg-
ments of the field of view. Any overlapping spots may be
identified with a flood fill system. Furthermore, a ranking
system is proposed to prioritize the closest viable landing
zones, ensuring rapid decision-making in emergency scenarios.

A. Tunnel Vision

For a tunnel-visioned navigation system, the onboard cam-
era is calibrated to consistently focus on a fixed and limited
portion of the geographical area. This deliberate narrowing
of the camera’s field of view is implemented at the source
level to pre-filter non-essential visual data before it reaches
the processing unit. The camera scans only a square of 1.5 m
x 1.5 m size. Considering the wheelbase to be wb (0.5m),
the camera is set to take a 1:1 frame that geographically
corresponds to size 3wb (1.5m), so that any spot which is
understood as less undulated, is large enough to perform
a safe landing. By dividing the area into 1.5 m² squares,
the drone focuses on smaller, manageable segments of the
space, allowing for detailed analysis. Additionally, the tunnel
vision approach minimizes sensory overload on the onboard
processor, reducing the risk of delays or decision-making
errors that could arise from processing excessive or irrelevant
environmental information. Thus, visual data is localized to a
square vertically below it.

B. Sliding Window Algorithm

The sliding window mechanism is an approach for travers-
ing an area and identifying safe, landable spots. A window
is considered; it moves incrementally by a fixed distance,
ensuring continuous coverage and reducing the chances of
missing critical details. This method ensures detailed and
consistent coverage of the area, reduces computational load by
focusing on localized regions. The sliding window algorithm
is combined with flood fill algorithm (discussed later in the
paper), to ensure no safe spots are overlooked.
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The whole area can be considered as a Cartesian plane, i.e.
a grid of size L × B containing multiple small windows of
size l × b. Then the total number of windows shall be given
by (1). This way the bottom left-most window will be (0,0)
whereas the top right-most window will be (L,B).

N =
L×B

l × b
(1)

The UAV scans a window, categorizes it as safe or unsafe for
landing and then moves onto the next one. Once the entire row
is done being scanned, it shifts upwards on the cartesian plane,
onto the next row, scanning the window immediately above
it. This systematic approach minimizes redundant movement
and results in significant reduction in flight time. The scanning
pattern of the vehicle is illustrated in Fig. 1 and detailed in
Algorithm 1. Let r denote current row number (ranging from
0 to bmax) and c denote current column number (ranging from
0 to lmax). Let W ′ be the next window to be scanned.

Fig. 1. Working of Sliding Window

Algorithm 1 Grid-Based Sliding Window
1: Start at grid position (0, 0) and scan to check if the spot

is safe or unsafe
2: if r mod 2 = 0 then
3: Move left to right: W ′ = (c+ 1, r)
4: if c = lmax then
5: Move vertically: W ′ = (lmax, r + 1)
6: end if
7: else
8: Move right to left: W ′ = (c− 1, r)
9: if c = 0 then

10: Move vertically: W ′ = (0, r + 1)
11: end if
12: end if
13: if bmax mod 2 = 0 then
14: Stop scanning at (lmax, bmax)
15: else
16: Stop scanning at (0, bmax)
17: end if

C. Flood-fill Algorithm

Flood-fill has been implemented to ensure comprehensive
coverage of the terrain for the identification of necessary safe
spots. In scenarios where a safe spot partially appears within
the current sliding window, it is possible that the remaining
portion lies in adjacent windows. Since the sliding window
algorithm processes the environment sequentially along a fixed
linear path, such partial detections may be overlooked. In order
to avoid this, if part of the current window is found to be
safe, the algorithm triggers scanning of neighboring windows.
This ensures that overlapping safe spots are fully captured.
By combining the sliding window algorithm with flood fill,
the ability of the system to identify safe spots is significantly
improved, making for a more efficient solution.

Fig. 2. Working of Flood-fill

Considering Fig. 2, the grid labeled (a) represents the
current window. A portion of a safe spot, indicated by the
yellow shading, is detected within this window. To ensure
the complete region is identified, the flood-fill algorithm
consequently scans the adjacent windows (b), (c) and (d) to
uncover the overlapping safe spot (represented by the yellow
square).

D. Ranking System

When the drone has to make an emergency landing due
to unforeseen circumstances, it is crucial for it to know the
nearest viable landing spot that minimizes the risk of further
damage. This is where a ranking system comes in. If the
safe spot that we identified most recently is too far from the
drone’s current position, it is necessary to select an alternative
spot that is closer in proximity, despite having a slightly
higher level of risk. When a safe or partially safe region is
detected, it may be added to memory and ranked according to
a safety metric. If the highest priority slot is reserved for the
completely safe spot where landing poses minimum threat,
the subsequent slots may be for other spots where landing
can pose moderate risk but ends up being a necessity during
emergencies. This hierarchical system ensures that, even in the
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absence of an ideal landing site, the drone can still execute a
controlled descent to the safest available location nearby. This
is especially useful in emergency scenarios which may occur
due to low battery, overheating or system failure.

V. HARDWARE SETTINGS

The drone is built on a carbon-fiber quadcopter frame with
a 500 mm wheelbase, optimized for strength and low weight.
It employs four brushless DC motors (T motors) rated at
920 KV, each paired with 10-inch two-bladed, self-locking
propellers made of glass fiber. The motors are controlled
by 20A electronic speed controllers compatible with 3S-4S
LiPo batteries.Navigation and perception are handled through
a stereo vision RGB-D camera with a horizontal field of view
of 87°, and a 2D scanning LiDAR with a 180° field of view
and range of up to 100 meters. An optical flow sensor and the
Pixhawk 5x in-built altimeter further support precise altitude
stabilization and terrain-aware landing.The avionics subsystem
is centered on the Pixhawk 5x flight controller equipped with
a 32-bit ARM processor, which processes data from an inertial
measurement unit, magnetometer, and barometer. Communi-
cation is managed through a 433 MHz telemetry module
supporting full-duplex data transmission. Power is supplied
by a 14.8 V, 6200 mAh 4S lithium polymer battery, regulated
via a high-voltage power module and distribution board.
All components are unified through a control architecture
that enables fully autonomous operations, including takeoff,
hovering, navigation, and precision landing, with additional
provisions for fault-tolerant behavior and emergency response
in the absence of GPS or external localization aids.

Fig. 3. Drone Top View

VI. RESULTS & DISCUSSIONS

The primary objective of this project was to develop and
validate a GPS-independent navigation framework for un-
manned aerial vehicles (UAVs). As an initial step toward full
autonomy, the system was evaluated for its ability to maintain
stable hovering without relying on satellite-based positioning

systems. These trials were conducted in a controlled outdoor
environment, intentionally simulating a GPS-denied scenario.

The drone was deployed in an open test field where GPS
signals were deliberately disabled. Relying solely on onboard
sensors, including a stereo depth camera, LiDAR, and an opti-
cal flow sensor the UAV successfully achieved stable hovering.
The tests confirmed the feasibility of sensor-based localization
and control in the absence of GPS. The drone maintained its
position with minimal drift and exhibited consistent altitude
hold and lateral stability over extended durations. These results
highlight the effectiveness of the sensor fusion framework in
interpreting environmental data and translating it into real-
time control responses. Specifically, the combination of stereo
depth and LiDAR enabled accurate altitude estimation and
obstacle awareness, while the optical flow sensor significantly
contributed to lateral stabilization, especially in low-altitude
or low-texture environments.

Fig. 4. Drone Flight

Having established reliable GPS-free hovering, the project
now advances toward the integration of established au-
tonomous navigation algorithms namely, the Sliding Window
Localization Algorithm and the Tunnel Vision Path Planning
Strategy. These algorithms are expected to extend the drone’s
functionality from static hovering to dynamic navigation in
structured and constrained GPS-denied environments. Al-
though both algorithms are well-documented in literature, their
real-time deployment within the current sensor configuration
is still under development. Initial integration steps, including
sensor synchronization, coordinate frame transformations, and
environmental data collection, have been completed, laying the
groundwork for real-time implementation.

Future work will focus on completing the real-time imple-
mentation and optimization of the sliding window and tunnel
vision algorithms. Once integrated, the system will be tested
in semi-structured and cluttered GPS-denied environments to
evaluate its performance in real-world scenarios. Quantitative
assessments will be carried out to measure localization accu-
racy, drift rates, trajectory tracking performance, and system
robustness under dynamic conditions.
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VII. CONCLUSION

In this work, we present an autonomous navigation system
designed for drones operating in GPS-denied environments.
Our approach integrates a stereo depth camera, LiDAR and
an optical flow sensor with a collection of algorithms - tunnel
vision, sliding window, flood-fill and a ranking system for
the landing spots. Together, these components can enable
efficient terrain analysis as well as identification of safe land-
ing spots, especially in emergency scenarios. The proposed
system demonstrates potential for use in real-world applica-
tions such as disaster response, traversal through hazardous
areas, military defense and extraterrestrial exploration, where
traditional navigation algorithms may fall short. While the
current implementation is under development, ongoing efforts
are focused on further refining and optimizing the system.
Future work will focus on perfecting the algorithms and on
expanding the dataset for training the safe spot classifier.
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Abstract  In the realm of parking enforcement, the 
deployment of a significant workforce to identify unauthorized 
parking and impose fines has become common practice. 
However, this approach is marred by challenges such as bribery 
and intimidation, which allow vehicle owners to elude penalties. 
Additionally, the manual search for illegally parked vehicles by 
towing vans incurs     substantial     expenses encompassing 
personnel remuneration, fuel, and physical surveillance. In 
response, we present an innovative solution aimed at automated 
detection of unauthorized parking incidents, coupled with real-
time alerts. Our proposed system entails the incorporation of 
Radio Frequency Identification (RFID) tags in all vehicles. An 
RFID receiver circuit is strategically positioned in zones 
designated for authorized parking. When a vehicle occupies 
such a space, its RFID tag engages with the nearby receiver 
circuit. Upon activation, the RFID reader captures the 
transmitter ID, promptly notifying the vehicle owner via 
WhatsApp. This instantaneous alert empowers the owner to 
swiftly address the unauthorized parking situation. By 
leveraging RFID technology, this system minimizes the need for 
extensive human intervention, thus curtailing overhead costs 
linked to personnel, fuel, and surveillance efforts. This abstract 
encapsulates an innovative approach to parking management, 
offering heightened efficiency in unauthorized parking 
detection and response. 

  
Keywords—“IoT Implementation”, “Vehicle Authorization”, 
“Remote Monitoring”, “Intelligent Parking System”, “RFID 

Authorization” 
 

I. INTRODUCTION 

While community living has its own set of apparent 
advantages, with the good comes the bad. There are certain 
small issues that can sometimes be quite irritating when it 
comes to living together in a community. One such common 
issue that is often a talking point between members of the 
housing community is parking and the woes it can generate. 
With more and more people investing in cars, the problem of 
car parking has also increased. 
 
Unauthorized parking refers to the act of parking a vehicle in 
a location that is not designated or permitted for parking, such 
as no- parking zones, fire lanes, pedestrian walkways, or 
private property without permission. This problem arises due 
to a combination of factors, including the lack of parking 
infrastructure, limited awareness for parking regulations, and 
the sheer volume of vehicles on the roads. 

One of the primary causes of unauthorized parking is 
the inadequate availability of parking spaces. Rapid 
urbanization and population growth in cities have outpaced 
the development of parking infrastructure. As a result, there 
is often a shortage of designated parking areas to 
accommodate the increasing number of vehicles. This 
scarcity of parking spots forces some drivers to park in 
prohibited areas, causing congestion, inconvenience to 
others, and potential safety hazards. Another contributing 
factor is the lack of awareness or disregard for parking 
regulations among vehicle owners. 
 

Addressing the issue of unauthorized parking requires a 
multifaceted approach. It involves creating sufficient 
parking infrastructure to meet the growing demand, 
implementing clear and comprehensive parking 
regulations, and increasing public awareness of parking 
rules and their enforcement. Effective enforcement 
mechanisms, such as the use of technology for automatic 
detection and monitoring, can help deter unauthorized 
parking and ensure compliance. 
 
 

II. LITERATURE REVIEW 

The "Automatic Smart Parking System using Internet of 
Things (IOT)" published in 2015 offers a simple, 
economical, and effective solution for managing and 
mapping parking slots remotely through a web browser. 
However, the initial setup cost and ongoing maintenance 
expenses could be substantial, making it less feasible for 
smaller parking facilities or areas with limited financial 
resources. 
 

The "Automatic Unauthorized Parking Detector with 
SMS Notification," published in 2019, aims to identify and 
fine unauthorized parkers in authorized areas using RFID 
technology, thus discouraging illegal parking, bribery, and 
corruption. This RFID-based system provides efficient 
alert mechanisms through SMS notifications to vehicle 
owners, but the initial setup cost, dependence on cellular 
networks, and privacy concerns are limitations to consider. 
 

The "Automated Parking System With Bluetooth 
Access," published in 2014, has the advantage of being cost-
effective as the Bluetooth reader and device are cheaper 
compared to NFC and other readers, and Bluetooth is 
available in every mobile phone. However, the installation 
period and initial setup cost are high, and the Lastly, the 
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Abstract— The manual identification and monitoring of 

vehicle registration number plates take a lot of time, are prone 

to errors, and do not work well, especially in high traffic 

situations, with various plate designs, and in tough 

environmental conditions. Traditional automated solutions 

often face problems like poor image quality, different lighting 

conditions, and trouble distinguishing number plates from 

messy backgrounds. These issues affect the accuracy and growth 

potential of current systems. Therefore, there is a need for a 

strong, efficient, and automated vehicle number plate 

recognition system that can tackle these challenges. The main 

goal is to create a CNN-based Automated Vehicle Number Plate 

Detection System that can accurately detect, extract, and 

recognize vehicle registration numbers from images or video 

streams. This system aims to meet the needs of intelligent 

transportation systems and support seamless integration with 

applications like traffic law enforcement, toll collection, parking 

management, and security monitoring, helping to develop 

smarter and more efficient urban mobility solutions. 

Key words: Convolutional Neural Networks (CNNs), 

YOLO, Optical Character Recognition (OCR) 

I. INTRODUCTION 

The programmed number plate recognition plays an 
important role in various real-world applications, such as 
monitoring street traffic, controlling access at parking areas, 
and managing automated toll collection booths. As the 
number of vehicles grows daily, keeping track of them 
manually becomes difficult, which is why we need the 
VRNPR system. Additionally, the rise in road accidents and 
traffic congestion also drives the need for the VRNPR system. 
Traffic systems in developed cities like Dubai, Canada, and 
Italy are much better compared to developing countries like 
India, largely due to automated number plate recognition 
systems. 

These systems help ensure that citizens follow traffic 
rules, as violations can lead to consequences. They have also 
contributed to a reduction in the number of accidents. 
Therefore, implementing the VRNPR system across India and 
other developing countries is essential for progress and citizen 
safety. VRNPR identifies a vehicle’s registration number plate 
from images captured by cameras. This process combines 
several techniques, including object detection, image 
processing, and pattern recognition [1]. 

VRNPR systems use various methods, such as artificial 
neural networks, optical character recognition, probabilistic 
neural networks, back propagation neural networks, inductive 
learning, and convolutional neural networks [2]. The key task 
is to detect and recognize the number plate, which is achieved 
using convolutional neural networks (CNN), along with other 
techniques. CNNs are chosen for their high accuracy, around 
90%, even with relatively small training sizes. Convolutional 
neural networks are regarded as one of the most effective 
advancements in computer vision have been considered as one 
of the most persuasive developments in the field of computer 
vision.  

In recent years, Convolutional Neural Networks (CNNs), 
a part of deep learning algorithms, have shown outstanding 
results in image recognition and classification tasks. Using 
CNNs, an automated vehicle registration number plate 
recognition system can achieve strong and accurate 
identification in different environmental conditions like poor 
lighting, occlusion, or complicated backgrounds [3-4].  

[5-6] This project introduces a CNN-based Automated 
Vehicle Registration Number Plate Recognition System that 
aims to simplify vehicle identification processes. By taking 
advantage of CNN architectures, this system seeks to provide 
high accuracy in extracting and recognizing registration 
numbers from images or video frames [7-8]. The 
implementation is designed for real-time applications and also 
tackles issues such as plate variations across regions, image 
noise, and different plate orientations [9]. 

 

II. LITEARTURE SURVEY 

VRNPR, or Vehicle Registration Number Plate Recognition, 
is basically a system that can automatically detect and read 
license plates from vehicles. It’s really useful for things like 
tracking traffic, catching speeders, or identifying vehicle 
owners. The tricky part is that accuracy depends on factors 
like how fast the car is moving, whether it’s day or night, and 
how clear the image is. To tackle this, newer systems rely on 
Convolutional Neural Networks (CNNs), which are smart 
algorithms that recognize patterns in images and can deliver 
very high accuracy even with limited training data. 
Researchers compare different VRNPR methods based on 
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their speed, accuracy, strengths, and weaknesses to make the 
system more reliable in real-world situations. 

The goal of VRNPR (Vehicle Registration Number Plate 

Recognition) is to automatically read vehicle number plates, 

which helps in traffic control and identifying rule violators 

like speeders. While many systems exist, they face challenges 

such as fast-moving vehicles, poor lighting, and low image 

quality. To improve accuracy, modern methods use 

Convolutional Neural Networks (CNNs), which can 

recognize plates with around 90% accuracy even with limited 

data. This study reviews different VRNPR techniques, 

comparing their strengths, weaknesses, speed, and accuracy 

to build more reliable systems. 

 

In India, all vehicle owners are required to use High-Security 

Registration Plates (HSRP), as they are tamper-proof, theft-

resistant, and easier to identify than old number plates. This 

step helps standardize plates, making it simpler for authorities 

to track vehicles and improve road safety—an urgent need 

since India records the world’s highest road accident deaths. 

To support this, a new model was developed to detect and 

read HSRPs. A dataset of 500 plate images was created, 

annotated, and tested using YOLOv5 for plate detection and 

EasyOCR for character recognition. The model achieved 

100% accuracy in plate detection and 80% accuracy in 

character recognition, showing strong potential compared to 

existing methods. 

Object recognition technology is now widely used to improve 

security, efficiency, and daily life. One important application 

is in vehicle recognition systems that help identify and track 

vehicles for security or service purposes. This paper presents 

a vehicle route tracking system that uses surveillance cameras 

to recognize license plates and monitor the movement of a 

targeted car. By combining template matching for plate 

recognition with GPS data, the system can track the car’s path 

and current location. It achieves about 80% accuracy in 

detecting vehicle plates and maps the vehicle’s route 

effectively over time. 

III. METHODOLOGY 

 
A flow of image processing. 

A. Input Image 

The process starts by capturing an image of a vehicle—either 

in color or grayscale—which contains the number plate. This 

image serves as the base input for further steps. A 

Convolutional Neural Network (CNN) then analyzes the 

image, extracting features and learning patterns to accurately 

recognize the number plate. 

 

B. Preprocessing 

Preprocessing is an important step to prepare images before 

they are sent to the CNN. It makes the input cleaner, 

consistent, and easier to process, which improves system 

performance. Common steps include resizing images to the 

same dimensions, normalizing pixel values to a standard 

scale, converting colored images to grayscale for simpler 

computation, and cropping to focus only on the number plate. 

Overall, preprocessing ensures the data is optimized for 

accurate feature extraction and recognition. 

 

C. Segmentation 

Segmentation is the process of breaking an image into useful 

parts. In vehicle number plate recognition, it means first 

isolating the number plate area (region of interest) and then 

splitting it into individual characters or digits. This helps the 

system focus only on the important details. Techniques like 

bounding boxes (to mark where the plate or characters are) 

and thresholding (to separate characters from the 

background) make recognition easier for the CNN. 

 

D. Feature Extract 

After segmentation, the CNN analyzes the input image and 

extracts key features. Through its layers, it first detects simple 

patterns like edges and curves, then learns complex shapes 

like numbers and letters. Convolutional layers capture 

features, pooling layers simplify them to save computation, 

and feature maps highlight important regions of the image. 

These extracted features are then passed on for classification 

and recognition of the number plate. 

E. Preprocessing 

Training a CNN is essential for building an accurate 

recognition system. It starts with feeding the model labeled 

images of number plates, then measuring errors using a loss 

function. Through optimization, the model adjusts its 

parameters to reduce these errors. By running several training 

cycles (epochs), the network gradually learns patterns and 

becomes capable of accurately predicting number plate 

characters. 

F. Segmentation  

The raw output from a CNN often needs cleanup before use. 

Post-processing refines the results by converting predictions 

into readable text (like “ABC1234”), correcting minor errors 

using format rules or dictionaries, and integrating the final 

recognized plate number with systems such as traffic 

databases or law enforcement tools. This ensures accurate 

and usable results, even if the CNN makes small mistakes. 

G. Post processing  

Once the segmentation is done, the CNN begins to analyze 

the input and extract relevant features. Feature extraction 

involves multiple convolutional layers in the network. These 

layers progressively learn hierarchical patterns, starting from 
x. 
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simple edges and corners to more complex structures like 

alphanumeric characters.  

 

IV. CONVOLUTIONAL NEURAL NETWORK (CNN) 

A Convolutional Neural Network (CNN) is a specific kind of 
deep learning algorithm that processes structured data like 
images and videos. It imitates how the human brain handles 
visual information. This makes it especially good for tasks like 
image classification, object detection, and facial recognition. 

Key Components of CNN 

1. Convolution Layers – Apply filters to the input image to 
detect patterns like edges, textures, and shapes. 

2. Pooling Layers – Reduce the size of feature maps, making 
the model faster and less affected by small changes in the 
image. 

3. Fully Connected Layers – Combine all extracted features 
to make the final prediction or classification. 

CNNs are powerful because they automatically learn 
features from raw data, reducing the need for manual effort. 

How the Data is Used 

1. Training Data 

Used to teach the CNN. The network learns patterns by 
adjusting weights using methods like backpropagation and 
gradient descent. 

Goal: minimize errors (loss) and improve predictions. 

2. Testing Data 

A separate dataset to check how well the model performs 
on new, unseen data. Evaluated using metrics like accuracy, 
precision, recall, and F1 score. 

By using separate training and testing data, the CNN prevents 
overfitting and ensures it works well in real-world situations  

 

 

VI. IMPLEMENTATION 

A. Data Collection and Dataset Preparation  

 Images: Gather a diverse dataset of vehicle images 
containing number plates. The dataset should cover variations 
in lighting conditions (day/night), Plate formats (regional 
designs, fonts, and sizes), Camera angles and perspectives, 
Noise and occlusions (blurred images, glare, or obstructions). 

 Labels: Create annotations for:Bounding boxes indicating 
the location of number plates for detection and Alphanumeric 
characters for recognition.  

B. Preprocessing  

 Image Augmentation: Enhance the dataset by generating 
variations of images (e.g., rotate, scale, brightness 
adjustments, etc.) to make the model robust.  

 Normalization: Normalize pixel values to a fixed range (e.g., 
[0, 1] or [-1, 1]).  

 Image Resizing: Resize all images to a consistent dimension 
( eg., 333x75 pixels) to standardize input to the CNN. 

C. Segmentation (Plate Detection)  

 Use a bounding box-based object detection algorithm to 
locate the region of interest (ROI) i.e., the number plate.  

 Model Choices:YOLO (You Only Look Once) and CNN 
(Convolutional Neural Network )  

D. Character Recognition (Using CNN)  

Once the plate is segmented, extract and recognize characters 
from the plate using a CNN based approach.  

Steps:  

1. Convert the number plate to grayscale.  

2. Apply thresholding or edge detection to isolate individual 
characters.  

3. Segment individual characters using contour detection or 
Connected Component Analysis. 

4. Train a CNN for character recognition.  

CNN Model for Character Recognition:  

 Input: Image of each character (e.g., 28x28 pixels)  

 Layers: Convolutional, pooling, and fully connected layers. 

 Output: Predicted alphanumeric character.  

E. Training the System  

 Train the plate detection and character recognition models 
separately.  

 Use labeled datasets with bounding boxes for detection and 
character images for recognition.  

 Loss Functions: 

Detection: Binary Cross-Entropy or IoU-based loss. 

Recognition: Categorical Cross-Entropy.  

 Optimization: Adam or SGD optimizers.  

 Training Dataset: Total 864 images belonging to 36 classes.  

 Testing Dataset: Total 216 images belonging to 36 classes.  

F. Postprocessing  

 After character recognition, combine the individual 
characters into a complete registration number.  

 Validate the format of the detected number plate against 
regional rules (e.g., length, pattern).  

 Use error-correction techniques, such as matching against a 
database of valid registration numbers.  

Assuming predictions is a list of characters  

Predictions :  

Numbers : '0', '1', '2'…………… , '8', '9'  
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Alphabets : 'A', 'B', 'C'…………… , 'Y', 'Z' 

VII. RESULTS 

We use image processing where a captured vehicle number 

plate image is passed through a trained CNN model, which 

converts the alphanumeric characters into text and displays 

the result. 

A. Vehicle Image Capture :  

 Input: Capture an image or video frame containing the 

vehicle and its number plate using a camera.  

 Output: Digital image of the vehicle. 

 

B. Pre-Processing :  

 Convert the image to grayscale to reduce complexity while 

retaining necessary details. 

 

C. Character segmentation :  

 Extract individual characters from the binarized license 

plate image using techniques like connected component 

analysis.  

 Bounding Boxes: The object detection model outputs 

bounding box coordinates around detected number plates.  

 Contour Detection: Identify individual characters using 

contours. 

 

D. Character Recognition :  

 Apply Optical Character Recognition (OCR) to recognize 
characters and convert them to text.  

 We use a CNN or pre-trained OCR model to extract 
alphanumeric characters. 

 

A. CNN Trained Predicted characters :  

 CNN for OCR: Design or use a pre-trained CNN model (e.g., 
Tesseract OCR, CRNN) for recognizing alphanumeric 
characters.  

 Training the CNN:  

Input: Individual characters extracted from number plates. 

Output: Class labels for characters (e.g., 0-9, A-Z).  

 Data Augmentation: Augment character images to handle 
different fonts, sizes, and distortions. 

B. Final Output : 

 

VIII. ANALYSIS 

TensorFlow is an open-source machine learning framework 

developed by Google. It’s one of the most popular tools for 

building and deploying machine learning (ML) and deep 

learning (DL) models. With TensorFlow, you can create 
different types of neural networks and handle complex 

numerical computations efficiently. 

TensorBoard is a companion visualization tool that comes 

with TensorFlow. It helps you track and understand how your 

models are learning by showing metrics, training progress, 

data flow graphs, and even changes in model weights. This 

makes it much easier to monitor, debug, and improve your 

models. 

An epoch simply means one full pass through the entire 

training dataset. During each epoch, the model goes through 

all the training data once, performs forward and backward 

passes, and updates its weights to improve learning. 

If we say Epochs = N, it means the model will repeat this 

process N times with the full dataset. 

 

Uses of Tenser flow :  

 Optimizes computations for performance and memory.  

 Enables deployment on mobile, web, and embedded 

systems.  
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 Visualizes and debugs models with TensorBoard. 

 

Key Observations  

Epoch 1:  

 Training Loss: 3.4880  

 Training Accuracy: 7.18%  

 Validation Loss: 3.3180  

 Validation Accuracy: 21.30%  

Epoch 2:  

 Training Loss: 3.1436  

 Training Accuracy: 18.17%  

 Validation Loss: 2.8440  

 Validation Accuracy: 38.43% 

Epoch 3:  

 Training Loss: 2.5766  

 Training Accuracy: 34.26%  

 Validation Loss: 2.2535  

 Validation Accuracy: 58.80% 

 

FORMULA TO CALCULATE THE ACCURACY AND 

LOSS OF TRAINED AND VALIDATION SETS 

 

 
Where:  

 N: Number of samples in the training set  

 Yi: True label for the i-th training sample  

 y^i: Model's predicted output for the i-th training sample  

 L(yi,y^i): Loss function for the i-th sample (e.g., Mean 

Squared Error, Cross Entropy Loss, etc.) 

 

 
Where:  

 M: Number of samples in the validation set  

 yj: True label for the j-th validation sample  

 y^j: Model's predicted output for the j-th validation sample 

 L(yj,y^j): Loss function for the j-th sample 

 

Epoch 79:  

 Training Loss: 0.0852  

 Training Accuracy: 97.69%  

 Validation Loss: 0.0692  

 Validation Accuracy: 98.61%  

Epoch 80:  

 Training Loss: 0.0894  

 Training Accuracy: 97.22%  

 Validation Loss: 0.1064  

 Validation Accuracy: 95.83% 

 

Trained data Observations :  

 Peak Performance at Epoch 79 : The validation accuracy 

reached 98.61%, which is the highest achieved during the 

training process.  

 Consistent High Training Accuracy : The training accuracy 

remains stable above 97%, showing the model has thoroughly 

learned the patterns in the training dataset. 

 

How Epochs Affect Accuracy:  

 Few Epochs : The model underfits, leading to low accuracy 

on both training and validation sets.  

 Optimal Epochs : The model learns enough patterns to 

generalize well, maximizing validation accuracy.  

 Large Epochs : The model overfits, leading to high accuracy 

on both training and validation sets. 

 
Tensor Board plot of epoch accuracy during training 

 

The graph shows that the model quickly learns during the first 

few epochs, with accuracy rising sharply in the beginning. 

After about 20 epochs, the progress slows down, and the 

accuracy levels start to settle. Both training and validation 

accuracy move closely together, which means the model is 

not just memorizing but also working well on new data. There 

are small ups and downs after 30 epochs, but the accuracy 

stays strong above 90%. By the end, the model reaches 

around 97–98% accuracy with almost no gap between 

training and validation, showing it’s well-trained and 

performing reliably. 

 

Tensor Board plot of epoch loss during training 
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This graph shows how the model’s loss decreases steadily as 

training progresses. At the beginning, the loss is quite high, 

but it drops quickly within the first few epochs, meaning the 

model is learning fast in the early stages. After about 20 

epochs, the loss continues to decline but at a slower and 

smoother rate, showing that the model is fine-tuning its 

learning. Both the training and validation loss curves follow 

almost the same path, which suggests that the model is not 

overfitting and is generalizing well to new data. By the end 

of training, the loss values are very close to zero, indicating 

that the model has achieved strong performance with minimal 

errors. 

 

Tensor Board plot of epoch evaluation accuracy vs iterations 

 
 

 

 

 

Tensor Board plot of epoch evaluation loss vs iterations 

 

CONCLUSION AND FUTURE SCOPE 

The Automated Vehicle Number Plate Recognition 

(AVNPR) system powered by Convolutional Neural 

Networks (CNNs) is a smart solution for modern traffic and 

security needs. CNNs can automatically learn features from 

images, making them highly accurate in detecting and 

recognizing number plates under different conditions like 

poor lighting, angles, or varying plate designs. This makes 

the system useful in traffic management, toll collection, 

parking, and law enforcement. It also reduces manual effort 

and speeds up processing. While challenges remain—such as 

handling damaged or unclear plates and the need for high 

computing power—CNN-based systems still offer a reliable, 

efficient, and scalable way to improve vehicle monitoring and 

overall transportation management. 

Future improvements in Automated Number Plate Detection 

can handle blurry or mirrored images, integrate with IoT for 

smart city use, support EV charging and emission zone 

monitoring, and work with AI to predict incidents and 

optimize routes. 

 

REFERENCES 

 
[1] CNN based Automated Vehicle Registration Number Plate 

Recognition System . Sachin Shrivastava, Dept. of Computer Sc. & 
Engg, Sanjeev Kumar, Dept. of I.T., Singh Kapil Shrivastava, Dept. of 
Computer Sc. & Engg, Vishnu Sharma, Dept. of Computer Sc. & Engg. 
2nd International Conference on Advances in Computing, 
Communication Control and Networking (ICACCCN) 2022 J. Clerk 
Maxwell, A Treatise on Electricity and Magnetism, 3rd ed., vol. 2. 
Oxford: Clarendon, 1892, pp.68–73. 

[2] Recognition of High-Security Registration Plate for Indian Vehicles. 
Sweta Rani, Vivek Shukla, Ramesh Kumar Mohapatra. 3rd 
International conference on Artificial Intelligence and Signal 
Processing (AISP) 2023K. Elissa, “Title of paper if known,” 
unpublished. 

[3] Vehicle Route Tracking System based on Vehicle Registration Number 
Recognition using Template Matching Algorithm. Lai Chor Kiew, Abu 
Jafar Md Muzahid, Syafiq Fauzi Kamarulzaman. International 
Conference on Software Engineering & Computer Systems ICSECS 
2021. 

[4] Vehicle Number Plate Detection through live stream using Optical 
Character Recognition (OCR). Ananya Sri Shetty , V Sai Vineeta , 
Sreya Ravi , Nerella Likhitha. 7th International Conference on Trends 
in Electronics and Informatics (ICOEI) 2023. 

[5] Saquib Nadeem Hashmi, Kaushtubh Kumar, Siddhant Khandelwal, 
Dravit Lochan, Sangeeta Mittal,(2019) “Real Time License Plate 
Recognition from Video Streams using Deep Learning”, International 

43

National Conference on Recent Trends in Humanitarian Technology ISBN NO.  978-93-92321-65-8  



Journal of Information Retrieval Research, Volume 9 • Issue 1 • 
January-March 2019, IGI Global, Web of Science Emerging Sources 
Citation Index (ESCI), ISSN: 2155-6377, EISSN: 2155- 385 DOI: 
10.4018/IJIRR. 

[6] Hendry and Rung-Ching Chen, (2019) “Automatic License Plate 
Recognition via sliding window darknet-YOLO deep learning”, 
Image and Vision Computing 87 47 56, Elsevier B.V, Science 
Citation Index(SCI), doi:10.1016/j.imavis.2019.04.007  

[7] Piotr Lubkowski, Dariusz Laskowski,(2017) “Assessment of Quality 
of Identification of Data in Systems of Automatic Licence Plate 
Recognition” In: Mikulski J. (eds) Smart Solutions in Today’s 
Transport. TST 2017. Communications in Computer and Information 
Science, vol 715. Cham, Springer, doi:10.1007/978-3 319-66251-
0_39.  

[8] New Ni Kyawf, G R Sinhaf, Khin Lay Mon, (2018) “License Plate 
Recognition of Myanmar Vehicle Number Plates A Critical Review," 

IEEE 7th Conference on Consumer Electronics,978-1 5386-6309-
7/18/$31.00 ©2018 IEEE. 

[9] Abhishek Kashyap, Suresh, Anukul Patil, Saksham Sharma, Ankit 
Jaiswal,(2018) International “Automatic Number Plate Recognition”, 
Conference on Advances in Computing, Communication Control and 
Networking, 978-1-5386-4119 4/18/$31.00 ©2018 IEEE.  

[10] Chirag Patel, Dipti Shah, Atul Patel,(2013) “Automatic Number Plate 
Recognition System (VRNPR): A Survey”, International Journal of 
Computer Applications. 

[11] R. Ghosh, S. Thakre and P. Kumar, "A vehicle number plate 
recognition system using region-of-interest based filtering 
method",(2018) Conference on Information and Communication 
Technology (CICT), Jabalpur, India, 2018, pp. 1-6, 
doi:10.1109/INFOCOMTECH.2018.8722345. 

 

 

44

National Conference on Recent Trends in Humanitarian Technology ISBN NO.  978-93-92321-65-8  



Defending Machine Learning: GAN-Driven
Detection of Adversarial Data Poisoning

Mohammed Nayeem
Trine University

Angola, Indiana, USA
Email: nm2751478@gmail.com

Abstract—This paper offers an in-depth exploration of con-
temporary cybersecurity challenges by dissecting critical attack
methodologies and their corresponding mitigation frameworks.
We analyze the intricate mechanics of insidious side-channel
exploits, the disruptive potential of distributed denial-of-service
(DDoS) campaigns, and the pervasive risks posed by cross-site
scripting (XSS) vulnerabilities. Furthermore, we delve into spe-
cialized reconnaissance techniques and evaluate the capabilities
of modern offensive security tools in understanding adversarial
tactics. This comprehensive overview aims to equip cybersecurity
professionals with enhanced awareness and actionable insights
for fortifying digital infrastructures against an evolving array of
sophisticated threats.

I. INTRODUCTION AND MOTIVATION

Machine learning systems have rapidly evolved into critical
components of modern digital infrastructure, powering appli-
cations in domains such as healthcare, finance, cybersecurity,
and autonomous systems. However, their reliance on large-
scale data makes them inherently vulnerable to adversarial
manipulations, particularly data poisoning attacks [1]. In these
attacks, an adversary subtly injects maliciously crafted data
into the training set to corrupt the model’s behavior, often
in ways that remain imperceptible to traditional validation
techniques. Such attacks pose serious risks: from undermining
spam filters and fraud detection systems to compromising
diagnostic models in medical imaging [2].

The central motivation for this work arises from the inade-
quacy of conventional anomaly detection approaches, such as
Support Vector Machines (SVMs) and clustering-based tech-
niques, which often fail to capture the highly adaptive nature
of poisoning strategies [3]. Generative Adversarial Networks
(GANs) offer a promising alternative, as they naturally excel
at learning complex data distributions and identifying subtle
deviations. By harnessing the adversarial interplay between
generator and discriminator networks, GAN-based systems
can detect poisoned samples as out-of-distribution anomalies,
thereby improving resilience against adversarial manipulation.

Another motivation lies in the rising sophistication of poi-
soning campaigns. Early poisoning attacks often relied on
blunt statistical outliers that were easier to detect. Today’s
attacks, however, are designed to be stealthy—embedding
backdoors, mimicking normal data characteristics, or leverag-
ing clean-label strategies to bypass conventional defenses [4].
These realities demand more robust detection mechanisms that
can adapt to evolving adversarial tactics.

This paper makes three key contributions. First, it develops
a taxonomy of poisoning threats, highlighting the distinct chal-
lenges posed by clean-label, backdoor, and targeted poisoning
attacks. Second, it proposes a GAN-driven framework for
poisoned data detection, where the discriminator is trained to
model clean data distributions and reject poisoned deviations.
Finally, it provides a comparative evaluation against baselines,
including SVMs and traditional GANs, to demonstrate the
efficacy and limitations of the proposed approach.

The motivation for this research extends beyond technical
curiosity—it addresses a pressing need for trustworthy AI sys-
tems in mission-critical environments. From securing financial
fraud detection pipelines to safeguarding autonomous vehicle
decision-making, the ability to detect and mitigate poisoned
training data is essential for ensuring the integrity, fairness, and
safety of machine learning deployments in adversarial settings
[5], [6].

II. THEORETICAL FOUNDATIONS OF GAN-BASED
ANOMALY DETECTION

Generative Adversarial Networks (GANs) were first intro-
duced by Goodfellow et al. as a minimax game between two
neural networks: a generator G and a discriminator D [7]. The
generator attempts to produce synthetic samples that mimic
the distribution of real data, while the discriminator is trained
to distinguish between genuine and generated samples. This
adversarial process enables GANs to capture highly complex
data distributions, making them suitable for anomaly detection
tasks where poisoned or adversarial data represents deviations
from the expected distribution.

Formally, the GAN training objective is expressed as:

min
G

max
D

V (D,G) = Ex∼pdata [logD(x)]+Ez∼pz
[log(1−D(G(z)))].

Here, pdata represents the true data distribution, and pz is the
prior distribution for latent variables. The discriminator D
aims to maximize its ability to classify real versus generated
data, while the generator G attempts to minimize the same
objective by producing samples indistinguishable from real
ones.

In the context of anomaly detection, the discriminator can
be leveraged to act as a probabilistic scoring mechanism.
Samples that fall outside the learned distribution receive lower
discriminator confidence, signaling potential anomalies such as
poisoned data [8]. This makes GANs particularly effective for
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adversarial poisoning detection, where the goal is to identify
data points that are intentionally crafted to remain stealthy.

Several extensions of GANs have been developed to address
challenges such as training instability and mode collapse. For
instance, Least Squares GAN (LSGAN) modifies the loss
function to provide smoother gradients, thereby stabilizing
training and improving the quality of learned distributions [9].
Wasserstein GANs (WGANs) introduce an Earth-Mover (EM)
distance-based loss that mitigates vanishing gradients and
enhances convergence [10]. These improvements are crucial
for anomaly detection tasks, where small deviations must be
reliably captured without collapsing the generative process.

Another theoretical foundation relevant to anomaly de-
tection lies in reconstruction-based approaches. By coupling
GANs with autoencoder architectures, researchers have de-
signed models that learn compact latent representations of
clean data. Anomalies, including poisoned samples, exhibit
higher reconstruction errors when passed through these archi-
tectures, providing another detection metric [11]. This hybrid
strategy combines generative modeling with representation
learning to strengthen robustness.

GAN-based anomaly detection aligns well with adversarial
defense because it mimics the adversary–defender dynamic.
While the generator learns to simulate poisoning attempts,
the discriminator continuously adapts to distinguish them,
thereby emulating real-world adversarial environments. This
co-evolutionary training dynamic ensures that the discrimina-
tor remains effective even as poisoning strategies grow more
sophisticated [12].

Finally, the theoretical advantage of GANs lies in their
ability to model high-dimensional distributions without requir-
ing explicit density estimation. This property is essential for
complex data modalities such as images, text, and network
traffic, where adversarial perturbations may be imperceptible
yet malicious. By framing anomaly detection as a distribution-
matching problem, GANs provide a principled approach for
detecting poisoned data embedded within large training cor-
pora.

III. ADVERSARIAL DATA POISONING: TAXONOMY AND
THREAT MODELS

Adversarial data poisoning is a deliberate manipulation
of training datasets with the goal of corrupting the learned
model [1], [6]. Unlike traditional noise or random corruption,
poisoning attacks are carefully crafted to be both stealthy and
impactful. Understanding the taxonomy of these attacks and
the underlying threat models is crucial for designing effective
defenses.

A. Taxonomy of Poisoning Attacks

Poisoning attacks can be broadly classified into several
categories:

• Availability Attacks: The goal is to degrade overall
model accuracy by flooding the training dataset with
corrupted samples, making the model unreliable [3].

• Integrity (Targeted) Attacks: These attacks aim to ma-
nipulate the model into misclassifying specific instances,
while leaving general accuracy largely unaffected. Back-
door attacks are a typical example.

• Clean-Label Attacks: Here, the attacker does not modify
labels but introduces carefully crafted adversarial samples
that blend seamlessly into the dataset. These attacks are
particularly difficult to detect [4].

• Backdoor Attacks: The adversary implants a hidden
trigger pattern in training samples. At inference time, the
presence of this trigger forces the model into a specific
misclassification [13].

B. Threat Models

Poisoning effectiveness depends on the adversary’s knowl-
edge and access:

• White-Box Model: The attacker has full access to the
training pipeline, including data preprocessing and model
parameters.

• Gray-Box Model: The attacker has partial knowledge,
e.g., access to training data but limited knowledge of
model architecture.

• Black-Box Model: The attacker can only query the
model but has no direct visibility into training details.

These distinctions are critical because defense strategies
vary significantly depending on the assumed adversarial
knowledge.

C. Attack Pipeline Illustration

Figure 1 illustrates the typical poisoning attack pipeline. The
adversary injects poisoned data into the training dataset, which
compromises the model during training, leading to biased or
malicious outcomes during inference.

IV. PROPOSED FRAMEWORK: GAN-DRIVEN POISONING
DETECTION

To address the limitations of traditional anomaly detection
methods, we propose a GAN-driven framework designed
specifically for identifying poisoned training data. The central
idea is to leverage the discriminator’s ability to model the
distribution of clean data and to flag deviations introduced by
adversarial manipulations.

A. System Architecture

The framework consists of three primary components:
1) Data Preprocessing Layer: This layer normalizes input

data, removes redundancies, and performs adversarial
augmentation. Techniques such as noise injection and
synthetic data generation are employed to expose the
system to a wide variety of input conditions.

2) GAN Core Module: The generator G attempts to
produce synthetic samples resembling clean training
data, while the discriminator D learns to separate clean
from generated (and potentially poisoned) samples. The
adversarial training process enhances the discriminator’s
sensitivity to subtle deviations in data distribution.
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Clean Training Data

Poisoned Data Injection

Model Training

Deployed Model

Adversarial Inference Outcomes

Fig. 1. Pipeline of an adversarial poisoning attack: poisoned data contaminates
training, resulting in compromised model behavior during inference.

3) Detection Layer: The discriminator outputs anomaly
scores for each sample. Samples with low discriminator
confidence (i.e., poorly aligned with the clean distribu-
tion) are flagged as poisoned. A thresholding mechanism
is applied to determine classification boundaries.

B. Loss Functions and Training Strategy

Two loss functions are critical to the proposed framework:
Binary Cross-Entropy (BCE) and Least Squares GAN (LS-
GAN) loss. While BCE provides simplicity and probabilistic
interpretability, LSGAN stabilizes training and mitigates mode
collapse [9]. We combine these approaches by employing BCE
loss for classification robustness and LSGAN for gradient sta-
bility, striking a balance between sensitivity and convergence.

Formally, the discriminator objective is defined as:

LD =
1

2
Ex∼pdata [(D(x)− 1)2] +

1

2
Ez∼pz

[(D(G(z)))2],

while the generator minimizes:

LG =
1

2
Ez∼pz

[(D(G(z))− 1)2].

C. Adversarial Data Augmentation

A unique feature of this framework is adversarial augmenta-
tion, where synthetic poisoned data is intentionally introduced
during training. By doing so, the discriminator learns not only
from natural anomalies but also from adversarially constructed
poisoning attempts. This adversarial exposure strengthens re-
silience against clean-label and backdoor attacks [4], [13].

D. Workflow Summary

The workflow proceeds as follows: clean and adversarially
augmented data are preprocessed and passed to the GAN core
module. The discriminator assigns anomaly scores, which are
then thresholded to classify samples as clean or poisoned. This
pipeline allows the system to adapt dynamically to evolving
poisoning strategies and ensures robustness across varying
threat models.

Clean Training Data

Adversarially Augmented Data

Data Preprocessing Layer

GAN Core Module
(Generator G + Discriminator D)

Detection Layer
(Anomaly Scoring)

z ∼ pz (Latent Input)

Generator G(z)

Fig. 2. Proposed GAN-driven poisoning detection framework: clean and
adversarially augmented data undergo preprocessing, are analyzed by the GAN
core module, and classified by the detection layer using anomaly scoring.

V. EXPERIMENTAL EVALUATION AND COMPARATIVE
ANALYSIS

To evaluate the proposed GAN-driven poisoning detection
framework, we conducted systematic experiments across mul-
tiple datasets and compared results with baseline approaches.
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The goal was to measure detection accuracy, robustness against
varying attack types, and stability across different training
configurations.

A. Datasets

We employed the following benchmark datasets for evalu-
ation:

• MNIST: A handwritten digit dataset, widely used for
anomaly detection experiments due to its simplicity and
well-defined structure.

• CIFAR-10: A dataset of natural images with 10 classes,
offering greater complexity and diversity, making it suit-
able for testing poisoning resilience.

• Synthetic Poisoning Dataset: We generated poisoned
variants of MNIST and CIFAR-10 using clean-label and
backdoor injection strategies [4], [13]. This allowed us to
evaluate model robustness against controlled adversarial
perturbations.

B. Experimental Setup

The framework was implemented in PyTorch, with the
following configurations:

• Generator and discriminator networks employed convo-
lutional layers with batch normalization.

• Optimization was performed using Adam with learning
rate scheduling.

• Early stopping criteria were applied to avoid overfitting.
• Adversarial augmentation was incorporated by injecting

5–10% poisoned samples during training.
For evaluation metrics, we adopted:
• Detection Accuracy: Fraction of correctly classified

clean vs. poisoned samples.
• Receiver Operating Characteristic (ROC) Curve:

Area under the curve (AUC) used to assess threshold-
independent performance.

• Confusion Matrix: To visualize classifier bias and false
negative rates.

• F1-Score: Harmonic mean of precision and recall, em-
phasizing robustness to class imbalance.

C. Baselines for Comparison

We benchmarked the GAN-driven approach against:
• Support Vector Machines (SVM): Trained on hand-

crafted features to detect anomalies.
• Vanilla GAN: Without adversarial augmentation or loss

modifications.
• Least Squares GAN (LSGAN): Incorporating smoother

loss to stabilize training [9].
• Simple Baselines: Majority-class classifier and random

prediction.

D. Results and Analysis

The results demonstrated that the proposed framework out-
performed classical baselines:

• On MNIST, detection accuracy reached 92.1%, outper-
forming SVM (74.8%) and vanilla GAN (85.6%).

• On CIFAR-10, accuracy was lower due to higher com-
plexity, but the proposed method still achieved 87.4%,
compared to 68.3% for SVM and 80.2% for vanilla GAN.

• ROC-AUC scores consistently showed that the discrimi-
nator learned to distinguish poisoned samples even under
clean-label attacks.

Figure ?? illustrates ROC curves across datasets, showing
stronger separation between poisoned and clean data under the
proposed approach. Moreover, the confusion matrix revealed
reduced false negatives, an essential property for high-stakes
domains such as medical diagnosis and autonomous driving.

E. Comparative Insights

The comparative analysis highlights several key findings:
1) SVM-based methods fail to generalize under subtle

poisoning strategies.
2) GANs benefit from adversarial augmentation, which

exposes the discriminator to realistic poisoned scenarios
during training.

3) LSGAN provides stability improvements but by itself
does not guarantee significant performance gains without
adversarial augmentation.

4) Threshold selection for anomaly scoring is critical: adap-
tive thresholds based on ROC-AUC improved detection
consistency across datasets.

These results confirm that GAN-driven detection represents
a promising direction, particularly when combined with ad-
versarial augmentation and hybrid loss strategies.

Datasets
(MNIST, CIFAR-10, Synthetic Poisoned)

Proposed GAN Framework
(Generator + Discriminator)

Evaluation Metrics
(Accuracy, ROC-AUC, Confusion Matrix, F1-Score)

Fig. 3. Experimental pipeline: datasets are processed through the proposed
GAN-driven detection framework, and results are evaluated using multiple
performance metrics.

VI. DISCUSSION, IMPLICATIONS, AND FUTURE
DIRECTIONS

The experimental results demonstrate that GAN-driven
anomaly detection provides a promising defense against adver-
sarial data poisoning. However, broader implications, practical
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TABLE I
EXAMPLE CONFUSION MATRIX FOR CIFAR-10 POISONING DETECTION.

Predicted Clean Predicted Poisoned
Actual Clean 850 50

Actual Poisoned 40 60

challenges, and open research opportunities must be consid-
ered before deploying such methods in real-world systems.

A. Practical Implications

In cybersecurity, the ability to detect poisoned data directly
enhances the robustness of intrusion detection systems and
malware classifiers [1]. Poisoning-resilient frameworks are
also vital in healthcare, where compromised training data
could result in misdiagnosis, and in autonomous driving,
where backdoor attacks might force misclassification of road
signs. By learning the distribution of clean data, the proposed
GAN-based method reduces the likelihood of catastrophic
outcomes in these mission-critical environments.

B. Strengths of the Framework

The key strengths of the proposed method are threefold:
1) Adaptability: The adversarial training dynamic allows

the discriminator to continuously adapt to evolving poi-
soning strategies.

2) Generality: The framework generalizes across datasets
of varying complexity, from MNIST digits to CIFAR-10
images.

3) Integration with Augmentation: The use of adversari-
ally augmented data strengthens resilience against subtle
clean-label and backdoor attacks.

C. Limitations and Challenges

Despite these advantages, challenges remain:
• Training Instability: GANs are notoriously difficult to

train, requiring careful tuning of hyperparameters and
balancing between generator and discriminator.

• False Positives: Overly sensitive discriminators may mis-
classify rare but legitimate samples as poisoned, reducing
practical usability.

• Scalability: Training GANs on large-scale, high-
dimensional data (e.g., ImageNet) is computationally
intensive and may not be feasible in all deployment
contexts.

D. Future Research Directions

Several directions can extend this work:
1) Hybrid Architectures: Combining GANs with autoen-

coders or graph neural networks may improve represen-
tation learning and anomaly detection.

2) Semi-Supervised Learning: Leveraging limited labels
of poisoned data could reduce false positives while
maintaining generalizability.

3) Adversarial Co-Evolution: Training multiple genera-
tors to simulate diverse poisoning strategies may yield
more robust discriminators.

4) Real-World Deployment: Investigating how GAN-
driven detection integrates with continuous monitoring
pipelines in cybersecurity and IoT contexts.

E. Conclusion

This work proposed and evaluated a GAN-driven framework
for detecting adversarial data poisoning. By modeling the
distribution of clean data and leveraging adversarial augmen-
tation, the system effectively distinguished between benign
and malicious samples, outperforming traditional baselines.
While challenges such as training instability and false posi-
tives remain, the findings suggest that GAN-based approaches
represent a significant step toward resilient, trustworthy ma-
chine learning systems. Future advances in hybrid models and
scalable training strategies will be essential for realizing their
full potential.
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Abstract—This paper introduces a novel framework for ro-
bustly interpreting predictions from complex machine learning
models, specifically addressing limitations in quantifying effect
heterogeneity and optimizing feature space partitioning. Our
method, designed for local explanation, quantifies the deviation
of instance-level effects from global averages by incorporating
the standard deviation of local effects. We rigorously prove the
conditions necessary for unbiased estimation of this heterogeneity
and propose an algorithm that automatically determines an
optimal, variable-size bin-splitting strategy. Through comprehen-
sive evaluations on diverse synthetic and real-world datasets,
our approach consistently demonstrates superior performance
compared to existing state-of-the-art explainability techniques.
This work significantly advances the field of explainable artificial
intelligence by providing more nuanced and reliable insights into
model behavior.

I. INTRODUCTION

The integration of computational learning techniques into
essential sectors—such as medical diagnostics, economic fore-
casting, and critical infrastructure—has significantly increased
in recent years. These applications, especially those where
decisions have substantial consequences, demand transparency
alongside prediction accuracy. Hence, there has been growing
attention toward interpretable models and techniques that can
offer insight into algorithmic reasoning.

Among the efforts to bring interpretability to black-box
systems, a prominent area of study has focused on elucidating
predictions through explanation mechanisms. Within this body
of work, a key distinction has been drawn between techniques
that target individual predictions (commonly referred to as
local explanations) and those that summarize the general be-
havior of the predictive model (known as global explanations).
Local methods aim to provide reasons specific to a single
instance, while global approaches aim to characterize how
input variables broadly influence output behavior across the
dataset.

Global explanation strategies often rely on summarizing fea-
ture relevance through aggregate measures. A specific category
of such techniques is termed Feature Effect (FE) methods,
which measure the average impact of a particular input on the
model’s response. The most recognized methods in this group
are Partial Dependence Plots (PDPs) and Accumulated Local
Effects (ALE). PDPs estimate the contribution of each variable
by marginalizing over the others, but this simplification can
produce incorrect interpretations when input variables are
statistically dependent. ALE addresses this limitation by cal-
culating the effect based on conditional expectations, avoiding
unrealistic data instances.

Despite being more robust under variable correlations, ALE
introduces its own challenges. First, ALE summarizes the
influence of features through averages, which can conceal
contrasting behaviors present within subpopulations. This av-
eraging can result in misleading neutrality even when opposing
trends are present. Second, the empirical estimation of ALE
requires the division of the input domain into fixed-width
segments, where the number and size of bins can significantly
affect the fidelity of the estimation. This fixed binning strategy,
often chosen heuristically, may either under-sample certain
regions or over-smooth critical variations.

To tackle these concerns, a refined methodology, titled
RHALE (Robust Heterogeneity-Aware Local Effects), is in-
troduced. This approach enhances the traditional ALE by
integrating variability information, capturing the diversity of
local impacts, and adopting a dynamic binning mechanism to
improve estimation quality. To illustrate the necessity of this
extension, consider the following generative setting:

Y = 0.2X1 − 5X2 + 10X2 1{X3>0} + ε,

ε ∼ N (0, 1), X1, X2, X3 ∼ U(−1, 1)
(1)

In this simulation, X3 modulates the influence of X2

without directly affecting the target. Therefore, X3 holds no
true effect on the output, while the relevance of X2 changes
based on the condition defined by X3. If one were to apply
a conventional ALE analysis, the contradictory influences of
X2 would cancel out, suggesting an absence of influence.
Moreover, ALE would also imply that X3 contributes nothing
to the model, which aligns with the ground truth. However, the
misinterpretation for X2 underscores the need for capturing
directional heterogeneity.

The enhancement proposed by RHALE involves calculating
not only the mean contribution within each segment but also its
dispersion. This additional metric, such as standard deviation,
exposes conflicting patterns that would otherwise be hidden in
a global average. Visualization tools such as shaded confidence
intervals or distribution-based plots provide a more detailed
understanding of the true behavior of each variable.

In addition to heterogeneity quantification, RHALE im-
proves upon the binning procedure. Instead of relying on
a user-defined number of segments with equal spacing, it
introduces a mechanism to adaptively determine bin sizes. The
decision for splitting is guided by both sample density and the
observed local variations. This adaptive process formulates a
cost-based objective that balances variance reduction against
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(a) x2 ALE plot (20 bins) (b) x2 ALE + heterogeneity (20 bins) (c) x2 RHALE (auto-binning)

Fig. 1: Feature effect for x2: (a) ALE fails to detect any influence, (b) fixed-bin ALE with heterogeneity is inaccurate, (c)
RHALE reveals opposing effects that average out, capturing both mean and variance correctly.

(a) x3 ALE plot (20 bins)
(b) x3 RHALE plot (auto-
binning)

Fig. 2: Feature effect for x3: ALE suggests no impact on Y ,
but only RHALE’s zero heterogeneity confirms this lack of
influence.

the risk of bias introduction. For example, when strong and
distinct local behaviors are observed, the method creates
narrower intervals; in smoother regions, broader bins are
employed to stabilize estimates.

Thus, the core contributions of this study can be outlined
as follows:

• We present a novel technique for evaluating feature
contributions that captures the diversity of local responses
through heterogeneity metrics.

• We define a data-driven optimization framework for seg-
menting the feature space, aiming to reduce approxima-
tion error while preserving variability.

• We develop an efficient solution strategy to identify op-
timal bin boundaries, ensuring reliable and interpretable
outputs.

• We validate our proposal through extensive simulations
and applications to real-world problems, comparing per-
formance with established methods under various condi-
tions.

II. BACKGROUND AND RELATED WORK

A. Notation and Problem Setting

Assume a d-dimensional input domain X ⊆ Rd, an output
set Y , and a predictive rule f : X → Y learned from data.
The coordinate of central interest is indexed by s ∈ {1, . . . , d},
whereas the remaining coordinates are gathered in the com-
plementary index set c = {1, . . . , d} \ {s}. For clarity, an
input vector is written x = (xs,x c), and the corresponding
random vector is denoted by (Xs, Xc). A training sample
D = {(x(i), y(i))}Ni=1 is assumed to be drawn independently
from an unknown distribution PX,Y . When comparing inter-
pretability techniques, the quantity f ⟨method⟩(xs) denotes the
population-level definition of the feature contribution under a
given method, whereas f̂ ⟨method⟩(xs) represents its empirical
estimator computed from D.

B. Global Feature-Effect Summaries

Several well-established strategies have been proposed to
capture the average influence of an individual predictor on a
model’s output.

a) Partial Dependence: The Partial Dependence Plot
(PDP) measures the expected response over the marginal
distribution of the remaining coordinates,

fPDP(xs) = EXc

[
f(xs, Xc)

]
.

Although intuitive, this construction can mislead when pre-
dictors are statistically dependent, as the integration involves
unlikely combinations of inputs.

b) Marginal Plots: A related variant, often labelled
Marginal Plot (MP), conditions on the observed value of the
focal variable,

fMP(xs) = EXc|xs

[
f(xs, Xc)

]
.

By conditioning rather than marginalising, MP avoids impos-
sible points in feature space, yet still conflates joint influences,
attributing them to a single coordinate when strong interactions
exist.
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c) Accumulated Local Effects: The Accumulated Local
Effects (ALE) framework mitigates these issues by integrating
local partial derivatives,

fALE(xs) =

∫ xs

xs,min

EXc|Xs=z

[
∂sf(z,Xc)

]
dz, (2)

where ∂sf denotes the derivative of f with respect to xs and
xs,min is the lower bound of the observed range. Implementa-
tion requires partitioning the axis of xs into K segments with
cut points z0 < · · · < zK . Calling Bk = {x(i) : zk−1 ≤ x

(i)
s <

zk}, the usual estimator is

f̂ALE(xs) =

kx∑
k=1

1

|Bk|
∑
i∈Bk

[
f(zk,x

(i)
c )− f(zk−1,x

(i)
c )

]
, (3)

with kx the index such that zkx−1 ≤ xs < zkx . While
the approach remains reliable under correlation, its fidelity is
sensitive to the choice of K: few intervals lead to bias through
over-smoothing, whereas many intervals inflate variance due
to data scarcity in individual bins.

d) Differential ALE: When the predictive rule is differ-
entiable, the Differential ALE (DALE) estimator replaces finite
differences with exact gradients,

f̂DALE(xs) = ∆x

kx∑
k=1

1

|Bk|
∑
i∈Bk

∂sf(x
(i)),

allowing larger segments without resorting to synthetic points.
Nonetheless, DALE inherits the equal-width partition assump-
tion, and therefore exhibits the same variance–bias trade-off.

C. Measuring Variation Across Instances

A single average curve may obscure divergent
instance-specific behaviours. The discrepancy between
individual trends and the global mean—referred to here as
heterogeneity—is often crucial for trustworthy interpretation.

a) ICE-based Approaches: For PDP, the Individual Con-
ditional Expectation (ICE) curve for sample i is defined as
f ICE
i (xs) = f(xs,x

(i)
c ). Overlaying ICE trajectories reveals

dispersion visually; however, the method inherits PDP’s weak-
ness under feature dependence. Variants such as centred ICE
or derivative ICE improve visual clarity but do not resolve cor-
relation bias. Statistical extensions quantify the spread of ICE
curves using variance estimates [1], while clustering-based
adaptations attempt to separate groups of similar patterns
[2], [3]. These efforts target regional explanations rather than
providing a rigorous global metric.

b) Interaction Indices: Alternative metrics—including
Friedman’s H-statistic [4], Greenwell’s interaction index [5],
and SHAP interaction scores [6]—offer numerical summaries
of pairwise interdependence. Although such indices signal the
presence of interactions, they do not elucidate where along the
feature axis these interactions alter the main trend.

Importantly, none of the above frameworks supplies a
principled heterogeneity measure for ALE, leaving a gap when
correlated inputs make PDP-ICE unreliable.

D. Motivation for Robust Heterogeneity-Aware Local Effects

The limitations outlined above can be illustrated by a
stylised scenario in which two predictors interact conditionally
on a third. Assume that the data-generating mechanism obeys

Y = 0.2X1 − 5X2 + 10X2 1{X3>0} + ε, ε ∼ N (0, 1),
(4)

with each Xj independent and uniformly distributed on
[−1, 1]. Here, X3 exerts no autonomous influence, whereas
X2 exerts opposite slopes in the two half-spaces determined
by X3. A standard ALE profile averages these opposing
slopes to zero, falsely suggesting irrelevance. Conversely,
PDP-ICE would integrate over implausible (X2, X3) combi-
nations, again producing misleading insight. Consequently, an
enhanced technique that (i) captures local dispersion and (ii)
chooses bin boundaries adaptively is needed.

III. OVERVIEW OF THE RHALE FRAMEWORK

Robust Heterogeneity-Aware Local Effects (RHALE) aug-
ments the classic ALE workflow through two core innovations:

1) Dual Statistics per Segment : For each interval along
xs, RHALE evaluates both the mean contribution µ̂k

and its scatter σ̂k = Std
[
∂sf(x)

∣∣Bk

]
. Aggregating

these quantities yields (i) a smoothed average curve
f̂RHALE
µ (xs) and (ii) a companion heterogeneity envelope

STD(xs), computed as the continuous analogue of the
bin-level standard deviations.

2) Data-Driven Interval Selection : Instead of predefined
equal spacing, the algorithm partitions the axis using
an optimisation routine that balances estimation vari-
ance and approximation bias. Broad segments reduce
Monte-Carlo noise through larger sample counts; narrow
segments preserve local shape where rapid changes
occur. A dynamic-programming solver identifies the
partition minimising an objective that penalises both
sources of error while respecting a minimum occupancy
constraint.

Figure 3a presents a typical output:
• the solid line shows f̂RHALE

µ (xs),
• the shaded ribbon marks STD(xs),
• horizontal ticks denote µ̂k,
• violins display the distribution of local derivatives within

each bin.
The display permits simultaneous assessment of average in-
fluence and dispersion, uncovering counteracting forces that
would otherwise be hidden.

To highlight the benefits, consider a toy density p(x) =
p(x1)p(x2)p(x3 | x1) where x3 ≈ x1 and x2 is independent.
A nonlinear target function,

f(x) = sin(2πx1)(1{x1<0} − 21{x3<0}) + x1x2 + x2,

induces strong local variation. RHALE chooses six narrow
segments in the oscillatory region and a single wide segment
elsewhere, capturing both the sine-shaped trend and the hetero-
geneity introduced by the x1x2 term. Fixed-width ALE either
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(a) RHALE plot

Fig. 3: Feature effect for x1 in Eq. 4 Only RHALE accurately
captures both main effect and heterogeneity under feature
correlation.

Fig. 4: ALE effect, standard error, bin effect, and bin deviation
using fixed-size bins: K = 5 (left) vs K = 50 (right).

obscures the shape (few bins) or yields noisy estimates (many
bins), while centred ICE plots overlay contradictory patterns
due to the tight correlation between x1 and x3.

In summary, RHALE supplies an interpretable graphic that
couples a robust mean profile with a direct measure of local
variability, supported by an adaptive segmentation scheme
designed to minimise total estimation error.

A. Conceptual Foundations

Consider a location xs = z on the axis of the focal predictor.
RHALE characterises dispersion in the local partial derivatives
by the conditional standard deviation

σ2(z) = EXc|Xs=z

[(
∂sf(z,Xc)− µ(z)

)2]
, (5)

where µ(z) = EXc|Xs=z

[
∂sf(z,Xc)

]
is the point-wise expec-

tation. When the predictive surface is separable, i.e. f(x) =
fs(xs) + fc(xc), no cross-interaction exists and σ(z) = 0 for
all z.

a) Segment-level descriptors: For an interval (z1, z2) we
introduce two aggregate quantities that summarise, respec-
tively, the mean influence and its variability:

µ(z1, z2) =
1

z2 − z1

∫ z2

z1

µ(z) dz, (6)

σ2(z1, z2) =
1

z2 − z1

∫ z2

z1

σ2(z) dz. (7)

These definitions correspond to selecting z uniformly on
(z1, z2) and then pairing it with Xc | Xs = z.

Let Z = {z0, . . . , zK} be a sequence that partitions the axis
into K variable-width segments. A piecewise-linear approxi-
mation to the accumulated influence is

f̃RHALE
Z (xs) =

kx∑
k=1

µ(zk−1, zk) (zk − zk−1), (8)

where kx satisfies zkx−1 ≤ xs < zkx
.

b) Empirical estimators: Given the data subset Sk =

{x(i) : zk−1 ≤ x
(i)
s < zk}, unbiased estimators of (6)–(7) are

µ̂(zk−1, zk) =
1

|Sk|
∑
i∈Sk

∂sf(x
(i)), (9)

σ̂2(zk−1, zk) =
1

|Sk| − 1

∑
i∈Sk

(
∂sf(x

(i))− µ̂(zk−1, zk)
)2

.

(10)

A detailed proof of unbiasedness is provided in Appendix A.1.
c) Bias arising from coarse segmentation: Define the

residual ρ(z) = µ(z)− µ(z1, z2) and set

E(z1, z2) =
1

z2 − z1

∫ z2

z1

ρ2(z) dz.

Using these symbols, the second-moment of the empirical
estimator can be decomposed as follows.

Theorem 1. Let σ2
∗ (z1, z2) =

1
z2−z1

∫ z2
z1

EXc|Xs=z

[
(∂sf(z,Xc)− µ(z1, z2))

2
]
dz. Then

σ2
∗ (z1, z2) = σ2(z1, z2) + E2(z1, z2). (11)

Proof. See Appendix A.3.

Whenever E(z1, z2) > 0, the empirical variance
over-estimates the true in-segment spread. Thus, a principled
partition rule is needed.
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B. Adaptive Partition Strategy

Each segment faces a trade-off: a longer interval reduces
Monte-Carlo noise through a larger sample count, but in-
creases bias by enlarging E(zk−1, zk). RHALE balances the
two sources of error via the cost

L =
K∑

k=1

(
1− α |Sk|/N

)
σ̂2(zk−1, zk) (zk − zk−1), (12)

subject to the constraint |Sk| ≥ Nppb for all k, where α ∈ [0, 1)
tunes the preference for wider segments and Nppb imposes a
minimal occupancy threshold.

a) Discrete search space: Fix an upper limit Kmax on
the number of admissible segments and define the smallest
permissible width ∆xmin = (xs,max−xs,min)/Kmax. Partition
points are restricted to multiples of ∆xmin, i.e. zk = xs,min+
jk∆xmin with integers jk ∈ {0, . . . ,Kmax}.

b) Dynamic-programming solver: Let T (i, j) denote the
minimal accumulated cost when the i-th boundary is placed
at xs,min + j∆xmin. The recurrence relation

T (i, j) = min
ℓ<j

{
T (i− 1, ℓ) + B(ℓ, j)

}
, (13)

updates the table, where B(ℓ, j) is (1 −
α |Sk|/N) σ̂2(xℓ, xj)(xj − xℓ) if the interval contains
at least Nppb points and is ∞ otherwise. Tracing back from
T (Kmax,Kmax) yields the optimal sequence Z∗.

c) Final estimators: With Z∗ in hand, the RHALE curve
is assembled via (8) while its dispersion envelope at location
xs is given by

STD(xs) = σ̂(z∗k−1, z
∗
k) for z∗k−1 ≤ xs < z∗k. (14)

The combined graphic therefore displays, for each xs, a robust
mean influence and a variance band that faithfully reflects the
underlying heterogeneity.

f̂RHALE
Z∗ (xs) =

kx∑
k=1

µ̂(zk−1, zk)(zk − zk−1) (15)

STD(xs) =

√√√√ kx∑
k=1

(zk − zk−1)2σ̂2(zk−1, zk) (16)

The bin effects µ̂k are estimated and and the heterogeneity by
the standard deviation σ̂k in each bin.

d) Execution Time Analysis: The dynamic–programming
scheme introduced in Section III-B requires O(K3

max) arith-
metic operations. This cubic bound is acceptable because
the algorithm relies on already-computed gradients obtained
through the DALE formulation. Derivatives are calculated
once and cached; every subsequent partition evaluation merely
reallocates stored values, avoiding repeated model calls. In
practice, when Kmax is kept below roughly one hundred,
the entire procedure finishes within seconds on contemporary
hardware, independent of sample size or model latency. By
contrast, constructing an ICE surface or a PDP curve necessi-
tates N× t forward passes (N=data points, t=grid resolution),

leading to considerably longer runtimes. Supplementary timing
experiments are included in Appendix A.5. Note that Kmax

represents only an upper bound—the optimal layout Z∗ can
contain anywhere between one and Kmax intervals.

IV. SYNTHETIC BENCHMARKS

Quantitative assessment of interpretability methods de-
mands full knowledge of both the sampling mechanism and
the predictive mapping. Hence, controlled simulations are
employed here, while a real-data illustration appears later in
Section V. The synthetic study addresses two questions:

1) Does RHALE remain accurate when explanatory vari-
ables are correlated, a scenario where PDP–ICE often
fails (Section IV-A)

2) Does the adaptive segmentation outperform any
fixed-width alternative in estimating both mean influence
and spread (Section IV-B)

A. Comparison with PDP–ICE

a) Setup: Samples are generated from p(x) =
p(x3) p(x2 | x1) p(x1) where x1 ∼ U(0, 1), x2 = x1 + ε
with ε ∼ N (0, 0.01), and x3 ∼ N (0, 1

4 ). The response rule is

f(x) = αx1x3 + (x1 + x2)1{x1+x2≤ 1
2}︸ ︷︷ ︸

g1

+ (1− (x1 + x2))1{ 1
2<x1+x2<1}︸ ︷︷ ︸

g2

(17)

Parameter α toggles an interaction component. Two regimes
are investigated:

• No interaction (α = 0).
• Interaction present (α > 0).
Ground-truth effects and heterogeneities are derived analyt-

ically (AppendixB.1).
b) ScenarioA – α = 0: Because x2 ≈ x1, the composite

term g1+ g2 switches slope at x1 = 1
4 and x1 = 1

2 . The exact
main-effect function is therefore

fGT
x1

= x1 1{x1<
1
4}

+
(
1
4 − x1

)
1
{ 1
4≤x1<

1
2}
.

No variability is expected because no interaction exists. It
shows that PDP misrepresents the trend and its associated
ICE trajectories falsely suggest dispersion, whereas RHALE
recovers both the break-points and the zero spread. The
adaptive procedure chooses three broad segments, mirroring
the piecewise-linear regions.

c) ScenarioB – α > 0: When α is positive, the prod-
uct term x1x3 introduces random slopes. Analytical deriva-
tion yields heterogeneity values σx1 = 1

2 and σx3 = 1
4 ,

while x2 mirrors x1 owing to near perfect collinearity. As
displayed, RHALE accurately reproduces both mean curves
and standard-deviation bands for all predictors. By contrast,
PDP–ICE underestimates the influence of the correlated pair
{x1, x2} and overstates variability. Only the independent pre-
dictor x3 is handled correctly by PDP–ICE.
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d) Take-aways: The experiment highlights that: (i)
Average-only summaries are insufficient under correlation; (ii)
ICE overlays can be deceptive; (iii) RHALE circumvents both
issues by accounting for correlation and capturing dispersion.

B. Adaptive Partitioning versus Fixed Width

a) Evaluation Protocol: A reference truth is first con-
structed with one million observations and a dense grid of one
thousand equal segments, yielding µref and σref. Thirty smaller
samples (N = 500 each) are then generated. For every sample
we compute

• fixed-width ALE with K ∈ {5, 10, 20, 50, 100},
• RHALE with automatic segmentation.

Accuracy is judged through mean absolute errors

Lµ =
1

|Z| − 1

∑
k

|µref − µ̂ |, (18)

Lσ =
1

|Z| − 1

∑
k

|σref − σ̂ |. (19)

Residual bias Lρ = 1
|Z|

∑
k E(zk−1, zk) is also recorded.

b) Sampling Design: Inputs come from p(x) =
p(x1) p(x2 | x1) with x1 ∼ U(0, 1) and x2 | x1 ∼ N (x1, 0.5).
Two black-box rules are examined:

1) Piecewise linear: f(x) = a1(x1)x1 + x1x2, with
a1(x1) taking values {2,−2, 5,−10, 0.5} in intervals[
0, 0.2),

[
0.2, 0.4),

[
0.4, 0.45),

[
0.45, 0.5),

[
0.5, 1

)
.

2) Smooth non-linear: f(x) = sin(6πx1) + exp(−x2
2).

c) Results – Piecewise Linear: Figure 5 (upper-left
panel) illustrates how RHALE produces narrow slices in
regions with steep slopes (x1 ∈ [0.4, 0.5)) and merges flat
stretches into single segments. Quantitative scores reveal that
RHALE achieves the smallest Lµ and Lσ , while fixed grids
show a clear variance–bias trade-off: few bins fail to follow
sharp changes; many bins inflate variance and residual bias
Lρ.

d) Results – Smooth Non-linear: For the sinusoidal
mapping, adaptive boundaries concentrate around peaks and
troughs, reflecting local curvature. Again, RHALE dominates
all equal-spacing choices in both mean and spread accuracy.
The benefit is most pronounced for σ, where equal bins tend
to average out fine-scale heterogeneity.

e) Overall Conclusion: Across different functional
forms, sample sizes, and correlation strengths, the automatic
partition algorithm consistently lowers error relative to any
fixed-width design, validating the theoretical analysis of Sec-
tion III-B.

f) Non-Linear Function.: In this setup, we analyze the
performance of RHALE using a nonlinear function with an
interaction component. The synthetic black-box function is
defined as:

f(x) = 4x2
1 + x2

2 + x1x2, (20)

Fig. 5: Bin-splitting on piecewise linear f : RHALE (Top-Left),
vs fixed-size bins for Lµ (Top-Right), Lσ (Bottom-Left), Lρ

(Bottom-Right).

Fig. 6: Non-linear function: RHALE (Top-Left) vs fixed-size
binning in terms of Lµ (Top-Right), Lσ (Bottom-Left), and
Lρ (Bottom-Right).

where x1 and x2 are continuous input features. The main
contribution of x1 is given by the term 4x2

1, and thus, the
true (ground-truth) average effect for x1 is:

fGT(x1) = 4x2
1.

The term x1x2 introduces interactions, and the variability
in x2 causes heterogeneity in the marginal effect of x1. As
such, the standard deviation of x2 serves as a proxy for the
heterogeneity, denoted by σ2.

When using coarse binning (small values of K), each
bin covers a broad range of x1, aggregating diverse local
behaviors. This causes a notable increase in the mean residual
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error, Lρ, as shown in the bottom-right panel of Figure 6,
resulting in distorted heterogeneity estimation. Conversely,
overly fine binning (large K) causes each bin to have very
few samples, which increases variance in the estimates and
degrades the quality of approximation.

RHALE automatically adjusts the bin sizes to balance this
trade-off between approximation bias and sampling variance. It
adaptively merges regions with stable local effects into wider
bins, and splits complex or varying regions more finely. As
illustrated in Figure 6, this dynamic binning strategy enables
RHALE to closely approximate both the average feature effect
(top-right panel) and the associated heterogeneity (bottom-left
panel), outperforming fixed-size alternatives in both metrics.

V. EMPIRICAL ILLUSTRATION

We now assess RHALE on real data using the California
Housing dataset [7]. This example demonstrates RHALE’s
utility in practical interpretability settings where the data-
generating function is unknown and no exact ground truth
exists for effect or heterogeneity estimates.

A. Experimental Configuration

The California Housing dataset contains nearly 20,000
observations. Each record corresponds to a census block group
in California and includes eight numeric predictors, such as:

• Latitude and longitude (geospatial coordinates),
• Median age of homes,
• Total number of rooms and bedrooms,
• Population and households,
• Median income of residents.

The response variable is the median house value in the
block, expressed in thousands of U.S. dollars, with observed
values ranging from $15,000 to $500,000. To prepare the data
for modeling:

• Records with missing fields or anomalous values are
excluded.

• All input features are standardized to have zero mean and
unit variance.

We use 80% of the data (Ntrain = 15,639) for model train-
ing, and the remaining 20% (Ntest = 3,910) for performance
evaluation.

A fully connected neural network is used to model the
target variable. The architecture consists of three hidden layers
with 256, 128, and 36 neurons, respectively, each followed by
ReLU activations. The output layer uses a linear activation
to predict continuous house values. Training is performed for
15 epochs using the Adam optimizer with a learning rate of
0.02. The model achieves a Mean Absolute Error (MAE) of
approximately $37,000 on the test set, which is sufficiently
accurate for explanation tasks.

This setup allows us to apply RHALE to examine feature ef-
fects and their heterogeneity on learned predictions, providing
practical insights even when direct ground truth evaluations
are not available.

B. Assessing Dispersion

Figure displays RHALE summaries for two contrasting
predictors:

• Latitude (x2). The mean line slopes downward, revealing
that properties located further north tend to be cheaper.
The shaded ribbon and the vertical violin markers reveal
wide scatter, indicating strong interaction with other
coordinates such as longitude or housing age.

• Median Income (x8). A pronounced upward re-
lation is evident. Although variability exists, the
standard-deviation band is noticeably narrower than in
the latitude case, suggesting a more uniform contribution
across the population.

These visual cues enable an analyst to separate robust trends
from sections where predictions hinge on contextual variables.

C. Reliability of Adaptive Segmentation

To stress-test the interval-selection routine, the following
protocol is applied:

1) Compute reference curves on the full training set using
a dense equal partition of eighty slices. Because the
sample is large, this proxy is treated as “truth”.

2) Draw thirty random subsamples of size 1 000.
3) For each subsample, fit label=(c)

a) fixed-width ALE with K ∈ {5, 10, 20, 40, 80},
b) RHALE with automatically chosen boundaries.

4) Evaluate mean absolute deviations Lµ and Lσ between
subsample estimates and the reference surface.

Figure reports the aggregated errors for the two highlighted
predictors. The adaptive procedure consistently achieves or
surpasses the best fixed-width setting in both mean and dis-
persion, while avoiding the trial-and-error process of picking
K.

D. Summary of Findings

Real-data exploration supports three central messages:
1) Mean trends alone are misleading. Latitude exhibits

a clear monotone decrease, yet the broad variability
band warns that price sensitivity differs markedly across
neighbourhoods. Income, by comparison, shows both a
strong positive trend and lower heterogeneity.

2) Automatic limits are dependable. With one thousand
points—only five percent of the full training sam-
ple—RHALE replicates reference curves with accuracy
similar to, or better than, the most favourable fixed grid.

3) No manual parameter tuning is required. Analysts by-
pass the burden of grid-size selection; the dynamic
programme allocates narrow slices where the derivative
varies quickly and wider slices where the surface is flat.

VI. CONCLUSIONS AND PROSPECTS

RHALE enriches global explanation in two complemen-
tary ways. First, it augments traditional accumulated-effect
curves with a quantitative spread measure, surfacing hidden
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interactions and instance-specific behaviour. Second, it intro-
duces a principled, data-driven partitioning rule that minimises
approximation bias while keeping Monte-Carlo noise under
control. Synthetic studies confirm superiority over PDP–ICE
in correlated scenarios and over fixed-width ALE in diverse
functional forms; an empirical case with housing prices illus-
trates interpretative advantages and computational efficiency.

Several avenues remain open:
• Categorical inputs. Extending the optimisation to

mixed-type variables requires specialised distance mea-
sures and constraints.

• High-dimensional targets. Multi-output models call for
joint dispersion metrics or task-specific aggregation rules.

• Streaming environments. Developing incremental up-
dates would enable online monitoring of non-stationary
systems without recomputing gradients from scratch.

Altogether, the proposed framework advances
model-agnostic, information-rich explanation and lays
groundwork for future research on adaptive, heterogeneous
effect analysis.
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Navigating Ethical Dilemmas in AI-Driven Supply
Chain Operations
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Abstract—This paper explores the ethical dilemmas arising
from the integration of Artificial Intelligence (AI) into supply
chain operations. It examines critical issues such as data privacy,
algorithmic bias, the impact on employment, and the need for
transparency in AI decision-making. The analysis focuses on the
challenges of ensuring responsible AI implementation in supply
chain management to mitigate potential negative consequences
and promote ethical practices.

I. INTRODUCTION

A. Conceptualizing Artificial Intelligence in Supply Networks

Artificial Intelligence (AI) within supply networks de-
notes the deployment of advanced computational technolo-
gies—including machine learning (ML), natural language pro-
cessing (NLP), robotics, and data-driven analytics—across
operational workflows. The integration of these technologies
seeks to elevate operational intelligence, enhance performance
efficiency, and establish autonomous systems capable of self-
optimization. In modern logistics environments, AI enables the
interpretation of expansive datasets, generation of predictive
insights, execution of automated decisions, and the creation
of agile supply models that adjust dynamically to changing
conditions.

B. Significance of AI in Enhancing Supply Chain Functional-
ity

AI contributes transformative capabilities across distinct
areas within supply chain ecosystems:

1) Transport and Routing: Advanced AI solutions con-
tribute to transportation optimization through dynamic
scheduling, adaptive routing, and shipment tracking. These
systems factor in historical patterns, current traffic data, and
environmental elements to recommend optimal delivery path-
ways, thus curtailing travel duration and fuel expenditure.

2) Demand Prediction: AI significantly refines demand
forecasting, a critical aspect of stock regulation. By synthe-
sizing previous transaction records, behavioral analytics, and
external market indicators, machine learning models deliver
precise and fluid projections. This reduces both overstock risks
and inventory deficits by adapting to market variances.

3) Stock Oversight: Inventory control is enhanced through
AI-driven predictive techniques, which evaluate inventory
thresholds, forecast requirements, and facilitate automated
restocking. Such models determine ideal quantity levels for
various geographical nodes and support warehouse automa-
tion, lowering manual errors and accelerating order processing.

4) Vendor Analysis: AI mechanisms evaluate metrics such
as vendor reliability, quality indices, and delivery timelines.
This enables superior supplier selection and proactive dis-
ruption management, enhancing operational continuity and
procurement integrity.

II. ETHICAL IMPLICATIONS OF AI IN SUPPLY CHAIN
OPERATIONS

Despite numerous advantages, the integration of AI intro-
duces substantial ethical dilemmas:

A. Workforce Impact

Automation threatens to replace repetitive human roles
including logistics planning and stock handling. This tech-
nological evolution poses challenges related to employment
stability, especially in labor-intensive segments.

B. Information Protection and Confidentiality

Supply systems process sensitive information encompassing
personal and commercial data. The application of AI raises
concerns regarding data acquisition, usage boundaries, storage
integrity, and exposure to digital threats.

C. Algorithmic Fairness

AI systems depend on training data, which may inherit
historical societal prejudices. This can skew AI decisions in
supplier assessment, demand analysis, or regional logistics,
fostering inequity across systems.

D. System Transparency and Responsibility

Complex AI algorithms often operate opaquely, compli-
cating error traceability and accountability. For instance, er-
roneous forecasting may result in service disruption, yet
the source of fault—whether algorithmic, human, or sys-
temic—can be difficult to isolate.

E. Ecological Considerations

The energy demand of AI infrastructure, particularly data
centers, contributes to environmental degradation. Although
AI supports sustainable practices such as route optimization
and waste minimization, its environmental footprint must be
critically evaluated.
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III. ETHICAL DIMENSIONS IN AI DEPLOYMENT

A. Bias Embedded in Algorithms

1) Procurement, Recruitment, and Logistics Decisions:
Unbalanced training datasets can lead to partial outcomes.
In vendor selection, legacy biases can influence preference
algorithms. In hiring, skewed historical records may propagate
demographic imbalances. In logistics, certain zones might face
deprioritization based on biased delivery history.

2) Illustrations of Data Prejudice: Racial, gender, and
socioeconomic biases in datasets can perpetuate discrimina-
tion. For example, preference for a specific demographic in
historical hiring could result in algorithmic reinforcement of
the same bias, distorting fairness in recruitment or vendor
consideration.

3) Global Inequality Reinforcement: AI may inadvertently
favor suppliers in technologically advanced regions, sidelin-
ing those from underdeveloped economies. Such bias can
exacerbate global disparities by embedding socio-economic
inequality into algorithmic processes.

B. Clarity and Ownership in AI Functionality

1) Demand for Transparency: Stakeholders must compre-
hend AI-driven conclusions. Lack of transparency can erode
confidence and obscure the rationale behind key decisions,
such as vendor prioritization or distribution reallocation.

2) Defining Accountability: In cases of operational failures
due to AI miscalculations, clear accountability structures must
be established. Whether the fault lies with the software engi-
neers, system deployers, or dataset curators must be explicitly
defined.

3) Explainable AI (XAI): XAI provides interpretability,
allowing decision-makers to understand how outcomes were
derived. This enhances trust and ensures alignment between
AI outputs and organizational objectives.

C. Data Ethics and Privacy Safeguards

1) Handling of Sensitive Data: Personal and business-
related data must be handled ethically. Compliance with data
protection standards, such as respecting user consent and
ensuring intended usage, is essential.

2) Security Vulnerabilities: AI systems may be prone to
data infiltration. Breaches not only tarnish reputations but also
jeopardize individual privacy, calling for fortified cybersecurity
mechanisms.

3) Monitoring and Surveillance Implications: Monitoring
tools powered by AI may infringe on privacy. Systems tracking
employees or asset locations must be evaluated for their impact
on worker autonomy and ethical labor conditions.

D. Labor Displacement and Human Rights

1) Automation-Induced Job Loss: AI solutions, though ef-
ficient, may displace human workers. Roles in transportation,
warehousing, and order fulfillment are particularly susceptible,
demanding human-centered automation strategies.

2) Exploitation via AI Oversight: AI-regulated workspaces
might enforce unrealistic productivity benchmarks, inducing
fatigue and compromising safety. Ethical governance must
oversee AI’s role in workforce monitoring.

3) Skills Transition Initiatives: Investment in skill develop-
ment and retraining is necessary. Ethical AI integration must
ensure that workers are equipped to occupy emerging roles
within the digital economy.

E. Environmental Sustainability and AI

1) Enhancing Environmental Efficiency: AI systems aid in
reducing waste, managing emissions, and promoting reuse
through optimized routes and inventory. These capabilities
contribute to eco-friendly operational models.

2) Energy Demand and Carbon Concerns: Training AI
models requires significant energy. The sustainability benefits
must be weighed against the ecological burden of running
complex computational infrastructure.

3) Corporate Environmental Responsibility: Organizations
must adopt environmental stewardship in AI deployment.
Responsible practices should aim for long-term ecological
viability over short-term profitability.

IV. CHALLENGES IN DEPLOYING ARTIFICIAL
INTELLIGENCE IN SUPPLY CHAIN MANAGEMENT

A. Data Integrity and Accessibility

1) Complexity in Acquiring Reliable and Impartial
Datasets: Artificial intelligence frameworks demand depend-
able and impartial datasets to function effectively. Neverthe-
less, obtaining structured, unbiased, and coherent data remains
a core obstacle. Supply chain ecosystems collect information
from disparate channels, including vendor data, shipment
logs, and consumer transactions. When this information is
inconsistent, erroneous, or partial, the accuracy of algorithmic
outputs deteriorates, potentially impairing strategic outcomes.
For instance, data contaminated with duplication or systemic
prejudices can mislead predictive models, particularly in esti-
mating market demand:

D̂ t =
1

n

∑
i = 1nϕ(x i) + ϵ (1)

where D̂ t denotes forecasted demand, ϕ(x i) represents
transformed feature input, and ϵ is the error term from data
distortion.

2) Fragmentation of Data Repositories: Operational silos
within enterprises lead to compartmentalized data storage,
often obstructing a unified analytical perspective. Procurement,
logistics, and sales divisions may employ isolated databases,
thereby hindering AI applications from interpreting a holistic
view of operations. Additionally, cross-organizational data
sharing is often limited due to privacy concerns, competitive
barriers, or incompatible data formats, impeding AI systems
from delivering synchronized insights across the supply chain
network.
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3) Expenditure and Logistical Challenges in Global Data
Collection: Multinational supply chains encompass diverse
actors across continents, complicating the aggregation of
standardized and meaningful data. High financial costs and
logistical burdens associated with harmonizing multilingual,
multifaceted, and asynchronously updated records elevate the
implementation barriers for AI across such networks.

B. Technological Integration Constraints
1) Incompatibility with Pre-existing Infrastructure: Organi-

zations still reliant on outdated infrastructure—such as legacy
Enterprise Resource Planning (ERP) platforms—often find
integration of AI modules technologically restrictive. These
legacy systems lack the scalability and interoperability re-
quired to process contemporary data-intensive tasks. As a
result, aligning AI tools with such systems necessitates major
infrastructural revisions.

2) Cultural Resistance from Organizational Stakeholders:
Resistance to technological transformation is prevalent among
personnel accustomed to manual workflows. Concerns sur-
rounding job redundancy, unfamiliarity with intelligent tools,
and skepticism from leadership regarding tangible returns from
AI adoption present substantial socio-cultural barriers. This
inertia delays digital transitions and demands robust change
management protocols.

3) High Initial Investment for Integration: Incorporating
AI into operational pipelines demands capital-intensive com-
mitments for software procurement, staff training, system re-
configuration, and recruitment of data professionals. Although
such investment promises future returns through optimized
performance, the initial expenditure can be financially bur-
densome for mid-sized enterprises.

C. Security and Vulnerability Risks
1) Exposure to Digital Threats in Automated Systems: AI-

enabled platforms are susceptible to cyber threats that can
compromise critical supply chain functions. Threat actors may
inject false data into algorithmic systems, distort inventory
metrics, or redirect delivery mechanisms. Such disruptions can
lead to major financial and operational setbacks:

C risk = λ(P a · L i) (2)

where C risk is the calculated cyber risk cost, P a denotes
attack probability, and L i reflects the loss impact.

2) Necessity of Algorithm Protection Mechanisms: To safe-
guard AI decision-making, robust defense mechanisms must
be deployed to detect and prevent algorithmic manipulation.
This includes implementing validation filters, adversarial train-
ing, and real-time anomaly detection to avoid deliberate input
distortion.

3) Confidentiality of Proprietary Data Assets: Intellec-
tual property (IP), proprietary models, and business-critical
datasets constitute valuable assets that require encryption,
access control, and secure cloud infrastructure to prevent
unauthorized exposure or theft. Ensuring data integrity across
partner networks is vital for maintaining competitive position-
ing.

D. Moral Responsibility in Automated Decisions

1) Maintaining Human Oversight for Strategic Judgments:
While automation enhances speed and scalability, strategic de-
cisions—particularly those involving social, environmental, or
contractual nuances—require human arbitration. Autonomous
systems should augment, not replace, ethical discernment in
areas like supplier selection or community impact analysis.

2) Avoiding Over-Optimization at Ethical Expense: Opti-
mization routines driven by cost or speed might inadvertently
select vendors with poor labor standards or environmentally
damaging practices. Therefore, ethical constraints must be
embedded into optimization functions:

min xC(x) s.t. E(x) ≤ τ (3)

Here, C(x) is the cost function, and E(x) denotes ethical
impact constrained under a threshold τ .

3) Preserving Equitable Labor Conditions Amidst Automa-
tion: Automated workflows in warehousing and production
facilities must not compromise labor dignity. There remains
a critical obligation to ensure safe working conditions, fair
compensation, and manageable workloads, even in highly
automated environments.

V. ADDRESSING ETHICAL CHALLENGES AND MITIGATION
STRATEGIES

A. Legislation and Governance Frameworks

1) Establishment of Regulatory Infrastructures for AI De-
ployment in SCM: As artificial intelligence becomes increas-
ingly integral to supply chain operations, the formulation
of comprehensive and enforceable legal structures becomes
imperative. These regulations would define acceptable AI
applications and ensure alignment with ethical imperatives, en-
compassing protections for personnel, clientele, and ecological
systems. Key domains include:

• Data Governance Statutes: Mandating adherence to
data privacy statutes such as the GDPR and equivalent
international frameworks to secure individual data during
AI utilization.

• Accountability Regulations: Clarifying the attribution
of responsibility when algorithmic errors result in opera-
tional mishaps such as inventory inaccuracies or delivery
failures.

• Operational Safety Standards: Prescribing protocols
for the secure integration of AI-based machinery within
supply chain infrastructure to prevent harm to human
operators.

2) Codification of Ethical Principles for AI-Enabled Enter-
prises: Beyond legislative mandates, normative standards are
essential for steering the ethical deployment of AI in commer-
cial operations. These benchmarks assist firms in embedding
values such as equity, openness, and answerability in their AI
initiatives. Areas of concern include:

• Impartiality: Guaranteeing algorithmic neutrality with
respect to attributes such as ethnicity or gender.
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• Responsibility Attribution: Designating individuals or
roles accountable for AI outcomes.

• System Interpretability: Facilitating transparency in AI
reasoning pathways to promote user confidence and over-
sight.

3) Global Entity Contributions to Ethical Standardization:
Due to the transnational nature of supply networks, inter-
national agencies such as the ISO, OECD, and UN play
pivotal roles in establishing and disseminating unified ethical
AI frameworks. Their contributions include:

• Harmonizing AI conduct codes across jurisdictions.
• Mediating governmental cooperation to institute cross-

border compliance mechanisms.
• Broadcasting validated ethical AI use cases to motivate

widespread adoption.

B. Ethically Conscious AI Development

1) Advocating Team Inclusivity in AI Architecture: Incor-
porating a heterogeneous workforce in AI creation processes
fosters the detection and rectification of systemic prejudices.
Diverse input from varied cultural, racial, and gender perspec-
tives enhances algorithmic fairness and ensures that AI tools
cater equitably across societal segments.

2) Institutionalizing Accountability via Algorithm Audits:
Routine verification of AI functionalities ensures ethical con-
sistency and operational efficacy. Audit parameters may in-
clude:

• Bias Identification: Locating skewed decision patterns.
• Performance Validation: Confirming output accuracy

under various operational contexts.
• Decision Accountability: Establishing audit trails to

trace algorithm-driven outcomes.
3) Interdisciplinary Cooperation for Ethical Alignment:

A synergistic approach involving AI developers, supply chain
strategists, and ethics specialists fosters the integration of
AI systems that satisfy both operational targets and societal
expectations. Each contributor offers unique insights to mit-
igate unintended negative consequences and enhance benefit
distribution.

C. Awareness and Training Initiatives

1) Capacity Building in Ethical AI Utilization: Supply
chain personnel must be equipped with knowledge regarding
AI’s ethical dimensions. Instructional content should empha-
size:

• Foundational ethical tenets such as justice, clarity, and
responsibility.

• Possible detriments including labor displacement, surveil-
lance misuse, and algorithmic bias.

• Practical guidance for ethical AI implementation and
ongoing evaluation.

2) Highlighting Societal Impacts of AI Integration: Raising
consciousness about the effects of AI on workforce dynamics
and privacy rights is essential. Focus areas encompass:

• Workforce Transformation: Addressing the need for
reskilling due to automation-induced role shifts.

• Data Ethics: Informing stakeholders on how personal
data is handled and protected.

3) Institutionalizing Moral Decision-Making Protocols:
Stakeholders should utilize ethical decision-making templates
to direct AI-related actions. Important considerations involve:

• Ensuring algorithm decisions can be logically interpreted.
• Deploying strategies for mitigating prejudiced results.
• Assigning definitive responsibility for AI outcomes.

VI. CONCLUSION

A. Synthesis of Principal Ethical Considerations
Artificial intelligence has revolutionized supply chain man-

agement by enhancing operations in forecasting, procurement,
logistics, and inventory oversight. Nonetheless, several moral
concerns accompany its proliferation:

• Training Data Bias: Algorithms trained on non-
representative datasets may foster discrimination in sup-
plier or employee selection.

• Opacity and Responsibility: There is an urgent necessity
to clarify culpability in instances of algorithmic failure.

• Data Sovereignty and Cybersecurity: Safeguarding vast
datasets from unauthorized access is critical.

• Employment Realignment: Automation-driven dis-
placement necessitates proactive upskilling and labor
policy reform.

• Environmental Footprint: The energy demands of AI
infrastructure require sustainable design and implemen-
tation strategies.

B. Imperative for Ethical Deployment Protocols
Organizations should adhere to structured AI adoption plans

that incorporate:
• Comprehensive ethical doctrines encompassing justice

and transparency.
• Collaboration among technical teams, supply profession-

als, and ethical analysts.
• Periodic system evaluations to adjust implementations in

response to real-world implications.

C. Final Remarks on Responsible Innovation
It is essential to balance technological breakthroughs with

fundamental human dignity and ecological stewardship. Ethi-
cal AI deployment ensures:

• Empowerment of labor through skill enrichment and
equitable treatment.

• Resource-conscious operations aligned with climate
goals.

• Holistic systems that serve stakeholders across all lev-
els—individuals, enterprises, and the planet.

AI ethical = f(Fairness,Transparency,Accountability,Sustainability)

Where AI ethical denotes the net ethical benefit of AI
deployment across supply chains, driven by fairness, openness,
stakeholder accountability, and ecological awareness.
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